
Adv. Appl. Probab. 56, 1033–1063 (2024)
doi:10.1017/apr.2024.26

MULTIDIMENSIONAL RANDOM MOTIONS WITH A NATURAL
NUMBER OF FINITE VELOCITIES

FABRIZIO CINQUE ∗ ∗∗ AND

MATTIA CINTOLI,∗ Sapienza University of Rome

Abstract

We present a detailed analysis of random motions moving in higher spaces with a natural
number of velocities. In the case of the so-called minimal random dynamics, under some
broad assumptions, we give the joint distribution of the position of the motion (for both
the inner part and the boundary of the support) and the number of displacements per-
formed with each velocity. Explicit results for cyclic and complete motions are derived.
We establish useful relationships between motions moving in different spaces, and we
derive the form of the distribution of the movements in arbitrary dimension. Finally,
we investigate further properties for stochastic motions governed by non-homogeneous
Poisson processes.

Keywords: Motions in higher space; telegraph process; convexity; partial differential
equations; non-homogeneous Poisson process

2020 Mathematics Subject Classification: Primary 60K99
Secondary 60G50

1. Introduction

Since the papers of Goldstein [12] and Kac [16], who first studied the connection between
random displacements of a particle moving back and forth on the line with stochastic times
and hyperbolic partial differential equations (PDEs), researchers have shown increasing inter-
est in the study of finite-velocity stochastic dynamics. The (initial) analytic approach led to
fundamental results such as the explicit derivation of the distribution of the so-called telegraph
process [1, 14, 27], the progenitor of all random motions that later appeared in the literature
(also see [2, 9] for further explicit results and Cinque [3] for the description of a reflection prin-
ciple holding for one-dimensional finite-velocity motions). However, as the number of possible
directions increases, the order of the PDE governing the probability distribution of the abso-
lutely continuous component of the stochastic movement increases as well; in particular, as
shown for the planar case by Kolesnik and Turbin [20], the order of the governing PDE coin-
cides with the number of velocities that the motion can undertake. To overcome the weakness
of the analytical approach, different ways have been presented to deal with motions in spaces
of higher order. One of the first explicit results for multidimensional processes concerned a
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1034 F. CINQUE AND M. CINTOLI

two-dimensional motion moving with three velocities (see [8, 28]), which was extended to
different rules for change of directions in [23]. We also point out the papers of Kolesnik and
Orsingher [18], which dealt with a planar motion choosing between the continuum of possi-
ble directions in the plane, ( cos α, sin α), α ∈ [0, 2π ], and of De Gregorio [7] and Orsingher
and De Gregorio [29], which respectively analyzed the corresponding motions on the line and
on higher spaces (note that here we only consider motions with a finite number of veloci-
ties). Very interesting results concerning motions in arbitrary dimensions were also presented
by Samoilenko [33] and then further investigated by Lachal et al. [22] and Lachal [21]; see
[11, 17, 32] as well. It is worth recalling that explicit and fascinating results have been derived
under some specific assumptions—for example, in the case of motions moving with orthogonal
directions [4, 5, 30, 31]. We also reference the papers [10, 15] for motions driven by geo-
metric counting processes. Over the years, stochastic motions with finite velocities have also
been studied in depth by physicians, who have obtained interesting outcomes; see for instance
[24, 26, 34].

Random evolutions represent a realistic alternative to diffusion processes for suitably mod-
eling real phenomena in several fields: in geology, to represent the oscillations of the ground
[35]; in physics, to describe the random movements of electrons in a conductor, bacte-
rial dynamics [25], or the movements of particles in gases; and in finance, to model stock
prices [19].

In this paper we present some general results for a wide class of random motions moving
with a natural number of finite velocities. After a detailed introduction on the probabilistic
description of these stochastic processes, we begin our study focusing on minimal motions,
i.e. those moving with the minimum number of velocities to ensure that the state space has
the same dimension as the space in which they occur. In this case we derive the exact proba-
bility in terms of their basic components, generalizing known results in the current literature.
The probabilities concern both the inner part and the boundary of the support of the mov-
ing particle. Furthermore, thanks to a one-to-one correspondence between minimal stochastic
dynamics, we introduce a canonical (minimal) motion to help with the analysis and to show
explicit results. The examples provided concern different types of motions governed by both
Poisson-type processes and geometric counting processes. In Section 3 we derive the distri-
bution of a motion moving with an arbitrary number of velocities by connecting the problem
to minimal movements. Finally, in Section 4, we recover the analytic approach to show some
characteristics of stochastic dynamics driven by a non-homogeneous Poisson process—in par-
ticular, the relationships between the conditional probability of movements in higher order and
lower-dimensional dynamics.

1.1. Random motions with a natural number of finite velocities

Let
(
�,F , {Ft}t≥0, P

)
be a filtered probability space and D ∈N. In the following we

assume that every random object is suitably defined on the above probability space (i.e. if
we introduce a stochastic process, this is adapted to the given filtration).

Let {Wn}n∈N0 be a sequence of random variables such that Wn ≥ 0 almost surely (a.s.) for all
n and W0 = 0 a.s. Let us define Tn = ∑n

i=0 Wi, n ∈N0, and the corresponding point process
N = {N(t)}t≥0 such that N(t) = max{n ∈N0 :

∑n
i=1 Wi ≤ t} ∀ t. Unless differently described,

we assume N such that N(t) < ∞ for all t ≥ 0 a.s. Also, let V = {V(t)}t≥0 be a stochastic vector
process taking values in a finite state space {v0, . . . , vM} ⊂R

D, M ∈N, and such that P{V(t +
dt) 	= V(t) | N(t, t + dt] = 0} = 0, t ≥ 0. Now we can introduce the main object of our study,
the D-dimensional random motion (with a natural number of finite velocities) X = {X(t)}t≥0
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Multidimensional random motions with finite velocities 1035

with velocity given by V , i.e. moving with the velocities v0, . . . , vM and with displacements
governed by the random process N,

X(t) =
∫ t

0
V(s) ds =

N(t)−1∑
i=0

(
Ti+1 − Ti

)
V(Ti) + (

t − TN(t)
)
V(TN(t)), t ≥ 0, (1.1)

where V(Ti) denotes the random speed after the ith event recorded by N, therefore after the
potential switch occurring at time Ti (clearly, Ti+1 − Ti = Wi+1). The stochastic process X
describes the position of a particle moving in a D-dimensional (real) space with velocities
v0, . . . , vM and which can change its velocity only when the process N records a new event.

For the sake of brevity we also call X a finite-velocity random motion (even though this
definition would also apply to a motion with an infinite number of finite velocities).

Example 1.1. (Telegraph process and cyclic motions.) If D = 1, and N is a homogeneous
Poisson process with rate λ > 0 and v0 = −v1 = c > 0 such that these velocities alternate, i.e.
V(t) = V(0)(−1)N(t), t ≥ 0, then we have the well-known symmetric telegraph process, describ-
ing the position of a particle moving back and forth on the line with exponential displacements
of average length c/λ.

In literature, random motions where the velocities change with a deterministic order are
usually called cyclic motions. If X is a D-dimensional motion with M + 1 velocities, we say
that it is cyclic if (without any loss of generality) P{V(t + dt) = vh | V(t) = vj, N(t, t + dt] =
1} = 1 for h = j + 1, and 0 otherwise, for all j, h, where N is the point process governing the
displacements (and vh+k(M+1) = vh, k ∈Z, h = 0, . . . , M). For a complete analysis of this type
of motion, see [21, 22]. 

Example 1.2. (Complete random motions.) If P{V(0) = vh} > 0 and pj,h = P{V(t + dt) =
vh | V(t) = vj, N(t, t + dt] = 1} > 0 for each j, h = 0, . . . , M, we call X a complete random
motion. In this case, at each event recorded by the counting process N, the particle can switch
velocity to any of the available ones (with strictly positive probability). 

Example 1.3. (Random motion with orthogonal velocities.) Put D = 2. Consider the motion
(X, Y) moving in R

2 with the four orthogonal velocities vh = (
cos(hπ/2), sin(hπ/2)

)
, h =

0, 1, 2, 3, such that P{V(t + dt) = vh | V(t) = vj, N(t, t + dt] = 1} = 1/2 if j = 0, 2 and h = 1, 3
or j = 1, 3 and h = 0, 2 (i.e. it always switches ‘to a different dimension’). (X, Y) is the
so-called standard orthogonal planar random motion, which, if N is a non-homogeneous
Poisson process, can be expressed as a linear function of two independent and equivalent one-
dimensional (non-homogeneous) telegraph processes; see [4]. One can imagine also other rules
for the changes of velocity; we refer to [4, 5, 30] for further details. 


The support of the random variable X(t) expands as the time increases, and it reads

Supp
(
X(t)

) = Conv(v0t, . . . , vMt), t ≥ 0, (1.2)

where Conv(·) denotes the convex hull of the input vectors. Therefore, the motion X moves in
a convex polytope of dimension

dim
(
Conv(v0, . . . , vM)

) = rank(v1 − v0 · · · vM − v0) = rank

(
1T

V

)
− 1,

where V = (v0 · · · vM) is the matrix with the velocities as columns and 1T is a row vector
of all ones (with suitable dimension). For H = 0, . . . , M, if the particle takes all, and only, the
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1036 F. CINQUE AND M. CINTOLI

velocities vi0 , . . . , viH in the time interval [0, t], then it is located in the set
◦

Conv(vi0 t, . . . , viH t)

(where
◦
S denotes the inner part of the set S ⊂R

D and we assume the notation
◦

Conv(v) =
{v}, v ∈R

D).
Our analysis involves the relationships between motions moving in spaces of different

orders or with state spaces of different dimensions. From (1.1) it is easy to check that if A
is an (R × D)-dimensional real matrix, then the motion X′ = {AX(t)}t≥0 is an R-dimensional
motion governed by N and with velocities v′

0, . . . , v′
M ∈R

R such that v′
h = Avh, ∀ h.

In the following we will use the lemma below, from the theory of affine geometry.

Lemma 1.1. Let v0, . . . , vM ∈R
D such that dim

(
Conv(v0, . . . , vM)

) = R. For k = 0, . . . , M,
there exists the set IR,k of the indexes of the first R linearly independent rows of the matrix[
vh − vk

]
h=0,...,M

h 	=k
and IR = IR,k = IR,l ∀ k, l.

Let e1, . . . , eD be the vectors of the standard basis of RD. Then the orthogonal projection

pR : RD −→R
R, pR(x) =

[
ei

]T

i∈IR
x, is such that, with vR

h = pR(vh) ∀ h,

dim
(

Conv
(

vR
0 , . . . , vR

M

))
= R

and

∀ xR ∈ Conv
(

vR
0 , . . . , vR

M

)
∃ ! x ∈ Conv(v0, . . . , vM) s.t. pR(x) = xR.

See Appendix A for the proof. Also note that if R = M < D, i.e. the R + 1 vectors are affinely
independent, then the projected vectors pR(v0), . . . , pR(vR) are affinely independent as well.
Obviously, if R = D, pR is the identity function.

For our aims, the core of Lemma 1.1 is that, for a collection of vectors v0, . . . , vM ∈
R

D such that dim
(

Conv(v0, . . . , vM)
)

= R, there exists an orthogonal projection, pR, onto

an R-dimensional space such that to each element of this projection of the convex hull,
xR ∈ Conv

(
vR

0 , . . . , vR
M

)
, corresponds (one and) only one element of the original convex hull,

x ∈ Conv(v0, . . . , vM).

2. Minimal random motions

A random motion in R
D needs D + 1 affinely independent velocities in order to have a D-

dimensional state space. Therefore, we say that the D-dimensional stochastic motion X, defined
as in (1.1), is minimal if it moves with D + 1 affinely independent velocities v0, . . . , vD ∈R

D.
The support of the position X(t), t ≥ 0, of a minimal random motion is given in (1.2); it can

be decomposed as follows:

Supp
(
X(t)

) =
D⋃

H=0

⋃
i∈C{0,...,D}

H+1

◦
Conv(vi0 t, . . . , viH t), (2.1)

where CS
k denotes the combinations of k elements from the set S, with 0 ≤ k ≤ |S| < ∞. Since

X is a minimal motion, it lies on each convex hull appearing in (2.1) if and only if it moves
with all, and only, the corresponding velocities in the time interval [0, t].

Let us denote by T(h) = {T(h)(t)}t≥0 the stochastic process describing, for each t ≥ 0, the
random time that the process X spends moving with velocity vh in the time interval [0, t],
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with h = 0, . . . , D. In formula, T(h)(t) = ∫ t
0 1(V(s) = vh) ds, ∀ t, h. Furthermore, we denote by

T(·) = (T(0), . . . , T(D)) the vector process describing the times spent by the motion moving with
each velocity, and by T(k−) = (T(0), . . . , T(k−1), T(k+1), . . . , T(D)) the vector process describing
the time that X spends with each velocity except for the kth one, k = 0, . . . , D. In the next
proposition we express X as an affine function of T(k−).

Proposition 2.1. Let X = {X(t)}t≥0 be a finite-velocity random motion in R
D moving with

velocities v0, . . . , vD. For k = 0, . . . , D,

X(t) = gk

(
t, T(k−)(t)

)
= vkt +

[
vh − vk

]
h=0,...,D

h 	=k

T(k−)(t), t ≥ 0, (2.2)

where
[
vh − vk

]
h=0,...,D

h 	=k
denotes the matrix with columns vh − vk, h 	= k. Furthermore, for fixed

t ≥ 0, gk is bijective for all k if and only if v0, . . . , vD are affinely independent (i.e. if and only
if X is minimal).

Hereafter we will omit the direct dependence of gk (and the similar functions) on the time
variable t, since we are always working with fixed t ≥ 0; thus, we will more briefly write, for
instance, X(t) = gk

(
T(k−)(t)

)
.

Proof. Fix t ≥ 0. By definition
∑D

h=0 T(h)(t) = t a.s., and X(t) = ∑D
h=0 vh T(h)(t); therefore,

for each k = 0, . . . , D, we have

X(t) =
∑
h 	=k

(vh − vk)T(h)(t) + vkt,

which in matrix form is (2.2).

The matrix
[
vh − vk

]
h 	=k

is invertible for all k if and only if all the differences vh − vk, h 	= k,

are linearly independent for all k, and thus if and only if the velocities v0, . . . , vD are affinely
independent. �
Remark 2.1. Another useful representation of a finite-velocity random motion X is, with t ≥ 0,(

t

X(t)

)
= g

(
T(·)(t)

)
=

(
1T

V

)
T(·)(t), (2.3)

and g is bijective if and only if X is minimal (indeed,

(
1T

V

)
is invertible if and only if the

velocities, the columns of V, are affinely independent). In this case we write

T(·)(t) = g−1(t, X(t)
) =

(
g−1
·,h

(
t, X(t)

))
h=0,...,D

=
(

1T

V

)−1 (
t

X(t)

)
.

Now, for k = 0, . . . , D, we write the inverse of (2.2) as

T(k−)(t) = g−1
k

(
X(t)

) =
(

g−1
k,h

(
X(t)

))
h 	=k

=
[
vh − vk

]−1

h 	=k

(
X(t) − vkt

) =
(

g−1
·,h

(
t, X(t)

))
h 	=k

.

(2.4)
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The notation (2.4) is going to be useful below. Clearly,

t −
∑
h 	=k

g−1
·,h

(
t, X(t)

) = t −
∑
h 	=k

T(h)(t) = T(k)(t) = g−1
·,k

(
t, X(t)

)
.



Theorem 2.1. Let X = {X(t)}t≥0 be a minimal random motion moving with velocities
v0, . . . , vD ∈R

D and whose displacements are governed by a point process N. Let X′ =
{X′(t)}t≥0 be a random motion with velocities v′

0, . . . , v′
D whose displacements are gov-

erned by a point process N′ d= N and with the same rule for changes of velocity as X. Then,
for t ≥ 0,

X′(t) d= f
(
X(t)

) = V′
(

1T

V

)−1 (
t

X(t)

)
, (2.5)

where V′ = (v′
0, . . . , v′

D). Furthermore, f is bijective if and only if X′ is minimal.

Proof. Fix t ≥ 0. Since the changes of velocity of X and X′ have the same rule and N(t)
d=

N′(t) ∀ t, we have T(h)(t)
d= T ′

(h)(t) ∀ h, t. For k = 0, . . . , D,

X′(t) = V′T ′
(·)(t)

d= V′
(

1T

V

)−1 (
t

X(t)

)
.

Now, for Proposition 2.1, for every k, X(t) is in bijective correspondence with T(k−)(t) and then
with T ′

(k−)(t) (in distribution). Therefore X(t) is in bijective correspondence with X′(t) if and
only if X′(t) is in bijective correspondence with T ′

(k−)(t), so if X′ is minimal. �
Remark 2.2. (Canonical motion.) Theorem 2.1 states that all minimal random motions in R

D,
with displacements and changes of directions governed by the same probabilistic rules, are in
bijective correspondence (in distribution). Therefore, it is useful to introduce a minimal motion
X = {X(t)}t≥0 moving with the canonical velocities of RD, e0 = 0, e1, . . . , eD, where eh is the
hth vector of the standard basis of RD. At time t ≥ 0, the support of the position X(t) is given by
the convex set {x ∈R

D : x ≥ 0,
∑D

i=1 xi ≤ t}. Put t ≥ 0 and E = (e0 · · · eD) = (0 ID), the matrix
having the canonical velocities as columns. In view of Remark 2.1, the canonical motion can

be expressed as

(
t

X(t)

)
=

(
1T

E

)
T(·)(t) and

T(·)(t) = g−1(t, X(t)
) =

(
1 −1T

0 ID

)(
t

X(t)

)
=

⎛
⎜⎜⎜⎜⎝

t − ∑D
j=1 Xj(t)

X1(t)

·
XD(t)

⎞
⎟⎟⎟⎟⎠ . (2.6)

Keeping in mind the notation (2.4), the inverse functions g−1
k , k = 0, . . . , D, are given by (2.6)

excluding the (k + 1)th term (which concerns the time T(k)(t)).
Finally, if Y is a random motion with affinely independent velocities v0, . . . , vD, under the

hypotheses of Theorem 2.1, we can write

Y(t)
d= v0t +

[
vh − v0

]
h=1,...,D

X(t), t ≥ 0. (2.7)
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2.1. Probability law of the position of minimal motions

In order to study the probability law of the position X(t), t ≥ 0, of a minimal random motion
in R

D, we need to make some hypotheses on the probabilistic mechanisms of the process, i.e.
on the velocity process V and the associated point process N, which governs the displacements.

(H1) The changes of velocity, which can only occur when the point process N records an
event, depend only on the previously selected velocities (but not on the moment of the switches
or the time spent with each velocity). Therefore, we assume that, for t ≥ 0,

P{V(t + dt) = vh | N(t, t + dt] = 1, Ft}
= P{V(t + dt) = vh | N(t, t + dt] = 1, V(Tj), j = 0, . . . , N(t)}, (2.8)

where T0 = 0 a.s. and T1, . . . , TN(t) are the arrival times of the process N (see (1.1)). Note
that if N and V are Markovian, then the conditional event in (2.8) can be reduced to
{N(t, t + dt] = 1, V

(
TN(t)

)}, and (X, V) is Markovian (see for instance [6]).
Now, for t ≥ 0, h = 0, . . . , D, we define the processes Nh(t) = ∣∣{0 ≤ j ≤ N(t) : V(Tj) =

vh}
∣∣ counting the number of displacements with velocity vh in the time interval [0, t].

Clearly
∑D

h=0 Nh(t) = N(t) + 1 a.s. (because the displacements are one more than the
switches since the initial movement). Let us also define the random vector CN(t)+1 =(
CN(t)+1,0, . . . , CN(t)+1,D

) ∈N
D+1
0 , which provides the allocation of the selected velocities in

the N(t) + 1 displacements.
For t ≥ 0 and n0, . . . , nD, we have the following relationship:{

D⋂
h=0

Nh(t) = nh

}
⇐⇒ {N(t) = n0 + · · · + nD − 1, Cn0+···+nD = (n0, . . . , nD)}.

Example 2.1. (Complete random motions.) Consider the motion in Example 1.2 with pj,h =
ph = P{V(0) = vh} > 0, j, h = 0, . . . , D, so that the probability of selecting a velocity does
not depend on the current velocity. Then, for every t, CN(t)+1 ∼ Multinomial

(
N(t) + 1, p =

(p0, . . . , pD)
)
. 


(H2) The times of the displacements along different velocities are independent; i.e. the
waiting times {Wn}n∈N0 (see (1.1)) are independent if they concern different velocities. For

each h = 0, . . . , D, let
{
W(h)

n
}

n∈N be the sequence of the times related to the displacements

with velocity vh. Specifically, W(h)
n denotes the time of the nth movement with velocity vh,

and W(h)
n , W(k)

m are independent if h 	= k, ∀ m, n. Let N(h) = {N(h)(s)}s≥0 be the associated

point process, i.e. such that N(h)(s) = max{n :
∑n

i=1 W(h)
i ≤ s}, ∀ s. Then N(0), . . . , N(D) are

independent counting processes.
From the hypothesis (H1) we have that the random times W(h)

n are independent of the
allocation of the velocities among the steps, i.e. for measurable A ⊂R,

P

{
W(h)

m ∈ A, V(Tn) = vh, Cn+1,h = m
}

= P

{
W(h)

m ∈ A
}
P{V(Tn) = vh, Cn+1,h = m} (2.9)

for each m ≤ n ∈N, h = 0, . . . , D. In words, the first member of (2.9) concerns the mth dis-
placement with speed vh to be in A, also requiring that this is the (n + 1)th movement of the
motion (counting the initial one as well).

https://doi.org/10.1017/apr.2024.26 Published online by Cambridge University Press

https://doi.org/10.1017/apr.2024.26


1040 F. CINQUE AND M. CINTOLI

Below we use the following notation: for any suitable function g and any suitable abso-
lutely continuous random variable X with probability density fX , we write P{X ∈ d g(x)} =
fX

(
g(x)

)|Jg(x)| dx, where Jg is the Jacobian matrix of g.

Theorem 2.2. Let X be a minimal finite-velocity random motion in R
D satisfying (H1)–(H2).

For t ≥ 0, x ∈ ◦
Supp

(
X(t)

)
, n0, . . . , nD ∈N, and k = 0, . . . , D, we have

P

{
X(t) ∈ dx,

D⋂
h=0

{Nh(t) = nh}, V(t) = vk

}
(2.10)

=
D∏

h=0
h 	=k

f∑nh
j=1 W(h)

j

(
g−1

k,h(x)
)

dx
∣∣∣[vh − vk

]
h 	=k

∣∣∣−1
P

⎧⎪⎪⎨
⎪⎪⎩N(k)

⎛
⎜⎜⎝t −

D∑
h=0
h 	=k

g−1
k,h(x)

⎞
⎟⎟⎠ = nk − 1

⎫⎪⎪⎬
⎪⎪⎭

× P
{
Cn0+···+nD = (n0, . . . , nD), V(t) = vk

}
,

where g−1
k is given in (2.4).

Theorem 2.2 provides a general formula for the distribution of the position of the mini-
mal motion at time t joint with the number of displacements for each velocity in the interval
[0, t] and the current direction (meaning at time t).

Proof. Fix k = 0, . . . , D and t ≥ 0. We have

P

{
X(t) ∈ dx,

D⋂
h=0

{Nh(t) = nh}, V(t) = vk

}

= P

{
X(t) ∈ dx,

D⋂
h=0

{Nh(t) = nh},
D∑

h=0

T(h)(t) = t, V(t) = vk

}

= P

{
X(t) ∈ dx,

D⋂
h=0
h 	=k

{
T(h)(t) =

nh∑
j=1

W(h)
j

}
, N(k)

(
T(k)(t)

) = nk − 1, (2.11)

Cn0+···+nD = (n0, . . . , nD), V(t) = vk

}

= P

{
T(k−)(t) ∈ d g−1

k (x),
⋂
h 	=k

{
T(h)(t) =

nh∑
j=1

W(h)
j

}
, N(k)

(
T(k)(t)

) = nk − 1, (2.12)

Cn0+···+nD = (n0, . . . , nD), V(t) = vk

}

= P

{( nh∑
j=1

W(h)
j

)
h 	=k

∈ d g−1
k (x), N(k)

(
t −

∑
h 	=k

g−1
k,h(x)

)
= nk − 1

}
(2.13)

× P
{
Cn0+···+nD = (n0, . . . , nD), V(t) = vk

}
.
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The step (2.11) follows from considering that, in the time interval [0, t], the motion performs
nh steps with velocity vh, ∀ h, and it has V(t) = vk if and only if the total amount of time spent
with vh is given by the sum of the nh waiting times W(h)

j , for h 	= k, and if the point process
N(k) is waiting for the nkth event at the time T(k)(t) (because V(t) = vk, so the motion has
completed nk − 1 displacements with velocity vk and is now performing the nkth). Finally, the
event Cn0+···+nD = (n0, . . . , nD) pertains to the randomness in the allocation of the velocities.

The steps (2.12) and (2.13) respectively follow from considering Equation (2.2) and the
independence of the waiting times W(h)

j from the allocation of the displacements, for all j, h;
see (2.9).

Note that (2.13) holds for a random motion where the hypothesis (H2) (concerning the
independence of the displacements with different velocities) is not assumed. By taking into
account (H2) and using (2.4), we see that (2.13) coincides with (2.10). �

We point out that if x −→ x̄ ∈ ∂Supp
(
X(t)

)
, then for at least one l ∈ {0, . . . , D}, T(l)(t) −→ 0.

Therefore, in (2.10) either g−1
k,h(x) = T(h)(t) −→ 0 for at least one h 	= k or t − ∑

h 	=k g−1
k,h(x) =

T(k)(t) −→ 0. In light of this observation, for x that tends to the boundary of the support, the
probability (2.10) goes to 0 if the density function related to the time T(l)(t) (representing the
time which converges to 0) tends to 0. See Examples 2.2 and 2.3 for more details.

Remark 2.3. (Canonical motion.) If X is a canonical minimal random motion in R
D (see

Remark 2.2), then, with (2.6) in hand, we immediately have the corresponding probability
(2.10) by considering

g−1
·,h (x) =

⎧⎨
⎩

t − ∑D
i=1 xi, if h = 0,

xh, if h 	= 0,

and the Jacobian determinant is equal to 1. 

Example 2.2. (Cyclic motions.) Let X be a cyclic (see Example 1.1) minimal motion with
velocities v0, . . . , vD ∈R

D, and let vh+k(D+1) = vh, h = 0, . . . , D, k ∈Z. Let N be the point
process governing the displacements of X; then for fixed t ≥ 0, the knowledge of N(t) and V(t)
is sufficient to determine Nh(t) for all h. Let P{V(0) = vh} = ph > 0 and ph+k(D+1) = ph, for all
h and k ∈Z.

Let n ∈N and k = 0, . . . , D. With j = 1 . . . , D, if the motion performs n(D + 1) + j dis-
placements in [0, t], i.e. N(t) = n(D + 1) + j − 1, and V(t) = vk, then n + 1 displacements occur
for each of the velocities vk−j+1, . . . , vk (the (n + 1)th displacement with velocity vk is not
complete), and n displacements occur for each of the other velocities vk+1, . . . , vk+1+D−j. On

the other hand, if j = 0, then each velocity is taken n times. Hence, for x ∈ ◦
Supp

(
X(t)

)
,

P{X(t) ∈ dx} =
D∑

j=0

∞∑
n=1

D∑
k=0

P{X(t) ∈ dx, N(t) = n(D + 1) + j − 1, V(t) = vk}

=
D∑

j=0

D∑
k=0

∞∑
n=1

P

{
X(t) ∈ dx,

k⋂
h=k−j+1

{Nh(t) = n + 1},
k+1+D−j⋂

h=k+1

{Nh(t) = n}, V(t) = vk

}
,

(2.14)

where the probability appearing in (2.14) can be derived from (2.10) (note that, for j = 0,
we have P{Cn(D+1) = (n, . . . , n), V(t) = vk} = P{V(0) = vk+1} = pk+1, and for j = 1, . . . , D,
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with nh = n + 1 if h = k − j + 1, . . . , k and nh = n if h = k + 1, . . . , k + 1 + D − j, we have
P{Cn(D+1)+j = (n0, . . . , nD), V(t) = vk} = P{V(0) = vk−j+1} = pk−j+1).

Now we assume X is a cyclic canonical motion and we derive the probabilities appearing
in (2.14). For t ≥ 0, in light of Theorem 2.2 and Remark 2.3, by setting x0 = t − ∑D

i=1 xi, we
readily arrive at the following distributions, for

x ∈ ◦
Supp

(
X(t)

) =
{

x ∈R
D : x > 0,

D∑
i=1

xi < t

}

and k = 0, . . . , D. For j = 1, . . . , D,

P

{
X(t) ∈ dx,

∞⋃
n=1

N(t) = n(D + 1) + j − 1, V(t) = ek

}
/ dx

=
∞∑

n=1

P{V(0) = vk−j+1}

×
(

k−1∏
h=k−j+1

f∑n+1
i=1 W(h)

i
(xh)

)
P{N(k)(xk) = n}

(k+1+D−j∏
h=k+1

f∑n
i=1 W(h)

i
(xh)

)
, (2.15)

and for j = 0,

P

{
X(t) ∈ dx,

∞⋃
n=1

N(t) = n(D + 1) − 1, V(t) = ek

}
/ dx

=
∞∑

n=1

P{V(0) = vk+1}

⎛
⎜⎜⎝

D∏
h=0
h 	=k

f∑n
i=1 W(h)

i
(xh)

⎞
⎟⎟⎠ P{N(k)(xk) = n − 1}. (2.16)

We point out that thanks to the relationship (2.7), from the probabilities (2.15) and (2.16)
we immediately obtain the distribution of the position of any D-dimensional cyclic minimal
random motion, Y , moving with velocities v0, . . . , vD and governed by a Poisson-type process

NY
d= N.
We now present explicit results for two different types of point processes for N.

(a) Homogeneous Poisson-type process. Assume N is a Poisson-type process such that
W(h)

i ∼ Exp(λh), i ∈N, h = 0, . . . , D. Then the formula (2.15) turns into

P

{
X(t) ∈ dx,

∞⋃
n=1

N(t) = n(D + 1) + j − 1, V(t) = ek

}
/ dx

=
∞∑

n=1

pk−j+1

(
k−1∏

h=k−j+1

λn+1
h xn

h e−λhxh

n!

)
e−λkxk (λkxk)n

n!

(k+1+D−j∏
h=k+1

λn
h xn−1

h e−λhxh

(n − 1)!

)

= e− ∑D
h=0 λhxh

(
D∏

h=0

λh

)
pk−j+1xk

(
k−1∏

h=k−j+1

λhxh

)
Ĩj,D+1

⎛
⎝(D + 1) D+1

√√√√ D∏
h=0

λhxh

⎞
⎠ , (2.17)
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where

Ĩα,ν(z) =
∞∑

n=0

( z

ν

)nν 1

n!ν−α(n + 1)!α ,

with 0 ≤ α ≤ ν, z ∈C, is a Bessel-type function. Similarly, the formula (2.16) reads

P

{
X(t) ∈ dx,

∞⋃
n=1

N(t) = n(D + 1) − 1, V(t) = ek

}
/ dx

= e− ∑D
h=0 λhxhpk+1

⎛
⎜⎜⎝

D∏
h=0
h 	=k

λh

⎞
⎟⎟⎠ Ĩ0,D+1

⎛
⎝(D + 1) D+1

√√√√ D∏
h=0

λhxh

⎞
⎠ . (2.18)

Note that if x −→ x̄ ∈ ∂Supp
(
X(t)

)
, then there exists l ∈ {0, . . . , D} such that the total time

spent with velocity l goes to 0, meaning that T(l)(t) = xl −→ 0. With this in hand, we observe
that the probability (2.18) reduces to

e− ∑
h	∈I0

λhxhpk+1

( ∏
h 	=k

λh

)
,

where I0 ⊂ {0, . . . , D} denotes the set of indexes of the times going to 0. Hence, for all k, the
distribution (2.18) never converges to 0 for x tending to the boundary of the support. Intuitively,
this follows because the probability concerns the event where every velocity is taken exactly n
times, with n ≥ 1, and therefore it includes also the case n = 1, where the random times have
exponential density function which is right-continuous and strictly positive in 0.

On the other hand, (2.17) can converge to 0. In fact, for fixed j, if D + 1 − j times T(h)(t) =
xh tends to 0, then for each k, at least one of these times appears in

xk

(
k−1∏

h=k−j+1

λhxh

)
,

leading it to 0. This follows because the event in the probability does not include the case
where each velocity whose time converges to 0 is taken just once.

(b) Geometric counting process. Assume that N(h), h = 0, . . . , D, are independent geometric

counting processes with parameter λh > 0; then the waiting times W(h)
i , W(k)

j are independent
for all h 	= k, and they are dependent for h = k and i 	= j. In particular, if M is a geometric
counting process with parameter λ > 0, then

P{M(s + t) − M(s) = n} = 1

1 + λt

(
λt

1 + λt

)n

, s, t ≥ 0, n ∈N0, (2.19)

and its arrival times have a modified Pareto (Type I) distribution, that is,

P{Tn ∈ dt} = nλ

(1 + λt)2

(
λt

1 + λt

)n−1

dt, t ≥ 0, n ∈N. (2.20)
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We refer to [10, 15] for further details about geometric counting processes for random motions
and to [13] for a complete overview of mixed Poisson processes.

In light of (2.19) and (2.20), the formula (2.15) turns into

P

{
X(t) ∈ dx,

∞⋃
n=1

N(t) = n(D + 1) + j − 1, V(t) = ek

}
/ dx

= pk−j+1

1 + λkxk

(
k∏

h=k−j+1

λhxh

1 + λhxh

)⎛⎜⎜⎝
D∏

h=0
h 	=k

λh

(1 + λhxh)2

⎞
⎟⎟⎠

∞∑
n=1

nD+1−j(n + 1)j−1
D∏

h=0

(
λhxh

1 + λhxh

)n−1

.

(2.21)

Similarly, the formula (2.16) reads

P

{
X(t) ∈ dx,

∞⋃
n=1

N(t) = n(D + 1) − 1, V(t) = ek

}
/ dx

= pk+1

1 + λkxk

⎛
⎜⎜⎝

D∏
h=0
h 	=k

λh

(1 + λhxh)2

⎞
⎟⎟⎠

∞∑
n=0

(n + 1)D
D∏

h=0

(
λhxh

1 + λhxh

)n

. (2.22)

Finally, for x −→ x̄ ∈ ∂Supp
(
X(t)

)
, similar considerations to those in (a) apply.

We point out that from the above formulas it is easy to obtain several results appearing in
previous papers such as [10, 15, 21, 22, 28]. For instance, if we consider λh = λ > 0 ∀ h and
k = j − 1, then (2.17) coincides with the distribution in [21, Section 4.4]; with D = 1, from
the formulas (2.21) and (2.22) it is straightforward to derive the elegant distributions in [10,
Theorem 1] (consider k = j − 1 = 0 in (2.21) and k = D = 1 in (2.22)).

For further details about the cyclic motions we refer to [21, 22]. 

Example 2.3. (Complete motions.) Let X be a D-dimensional complete canonical (min-
imal) random motion with P{V(0) = eh} = P{V(t + dt) = eh | V(t) = ej, N(t, t + dt] = 1} =
ph > 0 for each j, h = 0, . . . , D, and governed by a homogeneous Poisson process with
rate λ > 0. Now, with t ≥ 0, in light of Remark 2.3, by setting x0 = t − ∑D

j=0 xj and using

Theorem 2.2, we readily arrive at the following, for x ∈ ◦
Supp

(
X(t)

)
, integers n0, . . . , nD ≥ 1,

and k = 0, . . . , D:

P

{
X(t) ∈ dx,

D⋂
h=0

{Nh(t) = nh}, V(t) = ek

}
/ dx

=

⎛
⎜⎜⎝

D∏
h=0
h 	=k

λnh xnh−1
h e−λxh

(nh − 1)!

⎞
⎟⎟⎠ e−λxk (λxk)nk−1

(nk − 1)!
(

n0 + · · · + nD − 1

n0, . . . , nk−1, nk − 1, nk+1, . . . , nD

) D∏
h=0

pnh
h

= e−λt

λ

(
D∑

h=0

nh − 1

)
! nk

D∏
h=0

(λph)nh xnh−1
h

(nh − 1)! nh! . (2.23)
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Then it is straightforward to see that

P

{
X(t) ∈ dx,

D⋂
h=0

{Nh(t) = nh}
}

/ dx = e−λt

λ

(
D∑

h=0

nh

)
!

D∏
h=0

(λph)nh xnh−1
h

(nh − 1)! nh! . (2.24)

Finally,

P{X(t) ∈ dx}/ dx = e−λt

λ

∑
n0,...,nD≥1

(
D∑

h=0

nh

)
!

D∏
h=0

(λph)nh xnh−1
h

(nh − 1)! nh! (2.25)

= e−λt

λ

∑
m0,...,mD≥0

(
D∑

h=0

mh + D + 1

)
!

D∏
h=0

(λph)mh+1 xmh
h

mh! (mh + 1)!

= e−λt

λ

D∏
h=0

√
λph

∑
m0,...,mD≥0

∫ ∞

0
e−wwD+1

D∏
h=0

(λph)mh+ 1
2 (xhw)mh

mh! (mh + 1)! dw

= e−λt

λ

D∏
h=0

√
λph

xh

∫ ∞

0
e−ww

D+1
2

D∏
h=0

I1

(
2
√

wλphxh

)
dw, (2.26)

where

I1(z) =
∞∑

n=0

( z

2

)2n+1 1

n! (n + 1)!
is the modified Bessel function of order 1, for z ∈C. Note that if x −→ x̄ ∈ ∂Supp

(
X(t)

)
, then

there exists at least one l ∈ {0, . . . , D} such that xl −→ 0. For instance, if we assume that there
is just one l satisfying the given condition, then the formula (2.26) turns into

P{X(t) ∈ dx}/ dx −→ ple
−λt

D∏
h=0
h 	=l

√
λph

xh

∫ ∞

0
e−ww

D
2 +1

D∏
h=0
h 	=l

I1

(
2
√

wλphxh

)
dw.

Similarly to the cyclic case (see (a), on the limit behavior of (2.16)), the probability (2.26)
never converges to 0, because we are including the event where each velocity is chosen once.
This can easily be observed from the formula (2.23) by putting nl = 1.

It is interesting to observe that∫
Supp

(
X(t)

) P{X(t) ∈ dx} = e−λt

λ

∑
n0,...,nD≥1

(
D∑

h=0

nh

)
!

D∏
h=0

(λph)nh

(nh − 1)! nh!

×
∫ t

0
xn1−1

1 dx1

∫ t−x1

0
xn2−1

2 dx2 . . .

∫ t−x1−···−xD−2

0
xnD−1−1

D−1 dxD−1

×
∫ t−x1−···−xD−1

0
xnD−1

D

(
t −

D∑
j=1

xj

)n0−1

dxD

= e−λt

λt

∑
n0,...,nD≥1

(
D∑

h=0

nh

)
D∏

h=0

(λtph)nh

nh!
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= e−λt
D∑

h=0

ph

∑
n0,...,nD≥1

(λtph)nh−1

(nh − 1)!
D∏

j=0
j 	=h

(λtpj)nj

nj!

= e−λt
D∑

h=0

pheλtph

D∏
j=0
j 	=h

(
eλtpj − 1

)

= 1 − P

{
D⋃

h=0

{Nh(t) = 0}
}

. (2.27)

For details about the last equality, see Appendix B.1. If p0 = · · · = pD = 1/(D + 1), then the
probability (2.27) reduces to

e
−λtD
D+1

(
e

−λt
D+1 − 1

)D.

We can easily obtain the distribution of the position of an arbitrary D-dimensional complete
minimal random motion governed by a homogeneous Poisson process, by using the above
probabilities and the relationship (2.7). 

2.1.1. Distribution on the boundary of the support. Let X be a minimal random motion with
velocities v0, . . . , vD. Theorem 2.2 describes the joint probability in the inner part of the sup-
port of the position X(t), i.e. Conv(v0t, . . . , vDt), t ≥ 0. Now we deal with the distribution
over the boundary of Supp

(
X(t)

)
, which can be partitioned into

∑D−1
H=0

(D+1
H+1

)
components,

corresponding to those in (2.1) with H < D.
Fix H ∈ {0, . . . , D − 1} and let IH = {i0, . . . , iH} ∈ C{0,...,D}

H+1 be a combination of H + 1

indexes in {0, . . . , D}. At time t ≥ 0, the motion X lies on the set
◦

Conv(vi0 t, . . . , viH t) if and
only if it moves with all, and only, the velocities vi0 , . . . , viH in the time interval [0, t]. Hence,

if X(t) ∈ ◦
Conv(vi0 t, . . . , viH t) a.s. we can write the following: for k = 0, . . . , H,

X(t) =
H∑

h=0

vih T(ih)(t) = vik t +
H∑

h=0
h 	=k

(vih − vik )T(ih)(t) = gk

(
TH

(i−k )
(t)

)
, (2.28)

where TH
(·) (t) = (

T(i0)(t), . . . , T(iH )(t)
)

and

TH
(i−k )

(t) =
(

T(ih)(t)
)

h=0,...,H
h 	=k

.

The function gk : [0, +∞)H −→R
D in (2.28) is an affine relationship.

Keeping in mind that v0, . . . , vD are affinely independent, we have that

dim
(

Conv(vi0 t, . . . , viH t)
)

= H, and from Lemma 1.1, there exists an orthogonal projection

onto a H-dimensional space, pH : RD −→R
H , such that vH

i0
= pH(vi0 ), . . . , vH

iH
= pH(viH ) are

affinely independent and such that we can characterize the vector X(t), when it lies on the

set
◦

Conv(vi0 t, . . . , viH t) a.s., through its projection XH(t) = pH
(
X(t)

)
. Hence, we just need to

study the projected motion
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XH(t) = vH
ik t +

H∑
h=0
h 	=k

(
vH

ih − vH
ik

)
T(ih)(t) = gH

k

(
TH

(i−k )
(t)

)
, t ≥ 0, k = 0, . . . , H. (2.29)

It is straightforward to see that the vector XH−
(t) containing the components of X(t) that are not

included in XH(t) is such that, for x ∈ ◦
Conv(vi0 t, . . . , viH t) with xH = pH(x) ∈R

H and xH− ∈
R

D−H denoting the other entries of x,

P

{
XH−

(t) ∈ dy
∣∣∣ XH(t) = xH,

⋂
i∈{0,...,D}\IH

{Ni(t) = 0}
}

= δ
(
y − xH−)

dy, (2.30)

with y ∈R
D−H and δ the Dirac delta function centered in 0.

Now, the function gH
k : RH −→R

H in (2.29) is a bijection, and we can write, for all k,

TH
(i−k )

(t) = (
gH

k

)−1
(

XH(t)
)

=
((

gH
k

)−1
h

(
XH(t)

))
h=0,...,H

h 	=k

=
[

vH
i − vH

ik

]−1

i∈IH
i 	=ik

(
XH(t) − vH

ik t
)

.

(2.31)
Note that the formula (2.31) coincides with (2.4) if H = D.

Theorem 2.3. Let X be a minimal finite-velocity random motion in R
D satisfying (H1)–

(H2). Let H = 0, . . . , D − 1 and IH = {i0, . . . , iH} ∈ C{0,...,D}
H+1 . Then the orthogonal projection

pH : RD −→R
H defined in Lemma 1.1 (there pR) exists, and vH

i0
= pH(vi0 ), . . . , vH

iH
= pH(viH )

are affinely independent. Furthermore, for t ≥ 0, x ∈ ◦
Conv(vi0 t, . . . , viH t), ni0 , . . . , niH ∈N,

and k = 0, . . . , H,

P

{
X(t) ∈ dx,

H⋂
h=0

{Nih(t) = nih},
⋂

i∈IH−
{Ni(t) = 0}, V(t) = vik

}
/ dx (2.32)

=
H∏

h=0
h 	=k

f∑nih
j=1 W

(ih)
j

((
gH

k

)−1
h

(
xH)) ∣∣∣∣∣

[
vH

i − vH
ik

]
i∈IH
i 	=ik

∣∣∣∣∣
−1

P

⎧⎪⎪⎨
⎪⎪⎩N(ik)

⎛
⎜⎜⎝t −

H∑
h=0
h 	=k

(
gH

k

)−1
h

(
xH)

⎞
⎟⎟⎠ = nik − 1

⎫⎪⎪⎬
⎪⎪⎭

× P
{
Cni0+···+niH

= (n0, . . . , nD), V(t) = vik

}
,

with xH = pH(x),
(
gH

k

)−1
given in (2.31), IH− = {0, . . . , D} \ IH, and suitable n0, . . . , nD.

Note that the projection defined in Lemma 1.1 is usually not the only suitable one.

Proof. In light of the considerations above, the proof follows equivalently to the proof of
Theorem 2.2. �
Remark 2.4. (Canonical motion.) Let X be a canonical (minimal) random motion, governed
by a point process N, and IH = {i0, . . . , iH} ∈ C{0,...,D}

H+1 , H = 0, . . . , D − 1. We build the pro-
jection pH so that it selects the first H linearly independent rows of (ei0 · · · eiH ), if i0 = 0,
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and the last ones if i0 	= 0. Then
(

eH
i0

· · · eH
iH

)
= (0 IH), and by proceeding as shown in

Remark 2.2, we obtain

TH
(·) (t) =

(
t −

H∑
h=1

XH
ih (t), XH(t)

)
;

note that in this case the indexes of the velocities (i1, . . . , iH) coincide with the indexes of the
selected coordinates of the motion.

Now, if Y is a minimal random motion with velocities v0, . . . , vD and governed by NY
d= N,

for each IH = {i0, . . . , iH} ∈ C{0,...,D}
H+1 , H = 0, . . . , D − 1, by using the arguments leading to

(2.7), we can write

YH(t)
d= vH

i0 t +
[

vH
i − vH

ik

]
i∈IH
i 	=ik

XH(t). (2.33)

We point out that the motions are related through the times of the displacements with each
velocity and not directly through their coordinates. This means that XH and YH are not neces-
sarily obtained through the same projection, but they are respectively related to processes TH

(·)
and TY,H

(·) that have the same finite-dimensional distributions, since NY
d= N (see the proof of

Theorem 2.1). 

Note that Remark 2.4 holds even though the hypotheses (H1)–(H2) are not assumed.
By comparing Theorem 2.2 with Theorem 2.3, we note that there is a strong similarity

between the distribution of a D-dimensional minimal motion over its singularity of dimension

H (in fact, dim
(

Conv(vi0 t, . . . , viH t)
)

= H, t > 0) and the distribution of an H-dimensional

minimal motion moving with velocities vH
i0

= pH(vi0 ), . . . , vH
iH

= pH(viH ). These kinds of rela-
tionships are further investigated in the next sections (see also the next example); in particular,
Theorem 4.1 states a result concerning a wide class of random motions.

Example 2.4. (Complete motions: distribution over the singular components.) Let us consider
the complete canonical random motion X studied in Example 2.3. Let IH = {i0, . . . , iH} ∈
C{0,...,D}

H+1 and IH− = {0, . . . , D} \ IH , with H = 0, . . . , D − 1. We now compute the probability

density of being in x ∈ ◦
Conv(ei0 t, . . . , eiH t) at time t ≥ 0. Keeping in mind Theorem 2.3 and

Remark 2.4 (and proceeding as shown for the probability (2.23)), for integers ni0 , . . . , niH ≥ 1
and k = 0, . . . , H, we have that

P

{
X(t) ∈ dx,

H⋂
h=0

{Nih(t) = nih},
⋂

i∈IH−
{Ni(t) = 0}, V(t) = eik

}
/ dx

= e−λt

λ

(
H∑

h=0

nih − 1

)
! nik

H∏
h=0

(λpih)nih x
nih−1
ih

(nih − 1)! nih !
,

where xi0 = t − ∑H
j=1 xij . Clearly, by working as shown in Example 2.3, we obtain
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P

{
X(t) ∈ dx,

⋂
i∈IH−

{Ni(t) = 0}
}

/ dx = e−λt

λ

∑
ni0 ,...,niH ≥1

(
H∑

h=0

nih

)
!

H∏
h=0

(λpih)nih x
nih−1
ih

(nih − 1)! nih !

= e−λt

λ

H∏
h=0

√
λpih

xih

∫ ∞

0
e−ww

H+1
2

H∏
h=0

I1

(
2
√

wλpih xih

)
dw

and

∫
Conv(ei0 t,...,eiH t)

P

{
X(t) ∈ dx,

⋂
i∈IH−

{Ni(t) = 0}
}

= e−λt
H∑

h=0

pih eλtpih

H∏
j=0
j 	=h

(
eλtpij − 1

)

= P

{ ⋂
i∈IH−

{Ni(t) = 0}
}

− P

{ ⋃
i∈IH

{Ni(t) = 0},
⋂

i∈IH−
{Ni(t) = 0}

}
. (2.34)

Further details about the last equality are in Appendix B.1.

Let Y be a complete minimal motion governed by a counting process NY
d= N and mov-

ing with velocities v0, . . . , vD. By suitably applying the relationship (2.33) and the above
probabilities, we can easily obtain the distribution of the position Y(t) over its singular
components. 


3. Random motions with a finite number of velocities

Proposition 3.1. Let X be a random motion governed by a point process N and moving

with velocities v0, . . . , vM ∈R
D, M ∈N, such that dim

(
Conv(v0, . . . , vM)

)
= R ≤ D. Then

the orthogonal projection pR : RD −→R
R defined in Lemma 1.1 exists, and for t ≥ 0, we

can characterize X(t) through its projection XR(t) = pR
(
X(t)

)
, representing the position of an

R-dimensional motion moving with velocities pR(v0), . . . , pR(vM) and governed by N.

Proof. The projection pR exists since the hypotheses of Lemma 1.1 are satisfied. By keeping
in mind the characteristics of pR (see Lemma 1.1), we immediately obtain that for any A ⊂
Conv(v0, . . . , vM) and its projection through pR, AR ⊂ Conv

(
pR(v0), . . . , pR(vM)

)
, we have

{ω ∈ � : X(ω, t) ∈ A} = {ω ∈ � : XR(ω, t) ∈ AR}. �

Proposition 3.1 states that if dim
(

Conv(v0, . . . , vM)
)

= R ≤ D, then we can equivalently

study either the process X, a random motion with M + 1 velocities in R
D, or its projection XR,

a random motion of M + 1 velocities in R
R. This means that we can limit ourselves to the study

of random motions where the dimension of the space coincides with the dimension of the state
space. Clearly, for R = D Proposition 3.1 is not of interest since pR is the identity function.

Remark 3.1. (Motions with affinely independent velocities.) Let X be a random motion mov-
ing with affinely independent velocities v0, . . . , vH ∈R, H ≤ D. In light of Proposition 3.1,
there exists an orthogonal projection pH , as given in Lemma 1.1, such that studying XH ={
pH

(
X(t)

)}
t≥0 is equivalent to studying X. The process XH is a minimal random motion mov-

ing with velocities pH(v0), . . . , pH(vH), and if it satisfies (H1)–(H2), then Theorems 2.2 and
2.3 provide its probability law. 
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Example 3.1. (Motion with canonical velocities.) Let X be a D-dimensional motion mov-
ing with the first H+1 canonical velocities e0, . . . , eH and satisfying (H1)–(H2). For t ≥ 0,
Supp

(
X(t)

) = {x ∈R
D : x ≥ 0, xH+1, . . . , xD = 0,

∑H
i=1 xi = t}, and by following the argu-

ments of Section 2.1.1, we can derive the probability distribution of X(t) in the inner
part of its support by using the formula (2.32), which uses the connection to the pro-
jected position pH

(
X(t)

)
. In this case, the last probability of (2.32) becomes P

{
Cn0+···+nH =

(n0, . . . , nH), V(t) = vik

}
with n0, . . . , nH 	= 0, and therefore it coincides with the probability

of the H-dimensional canonical motion. 


3.1. Motions in R
D with D-dimensional state space

Thanks to Proposition 3.1 and Remark 3.1, in order to cover the analysis of all the possible
motions (under the given assumptions), we need to deal with random motions in R

D moving
with M + 1 velocities, M > D, and with state space of dimension D.

Proposition 3.2. Let X be a random motion governed by a point process N and moving with

velocities v0, . . . , vM ∈R
D, D < M ∈N, such that dim

(
Conv(v0, . . . , vM)

)
= D. Then there

exists a minimal random motion X̃ in R
M such that X is the marginal vector process of X̃

represented by its first D components.

Proof. Let V , N be the processes respectively governing the velocity and the displace-
ments of X. Let πD : RM −→R

D, πD(x̃) = (ID 0)x̃, x̃ ∈R
M . Then there exist ṽ0, . . . , ṽM ∈R

M

affinely independent such that πD(ṽh) = vh for all h. The random motion X̃ with displace-
ments governed by N and velocity process Ṽ , with state space {ṽ0, . . . , ˜vM} and such that
πD

(
Ṽ(t)

) = V(t) (i.e. {Ṽ(t) = ṽh} ⇐⇒ {V(t) = vh} ∀ h, t), is a minimal random motion in R
M ,

and πD
(
X̃(t)

) = X(t) ∀ t. �
From the proof of Proposition 3.2 it is obvious that there exist infinitely many M-

dimensional stochastic motions X̃ of the required form.

Remark 3.2. (Distribution of the position of the motion.) Let X be a random motion with

velocities v0, . . . , vM ∈R
D, M ∈N, such that dim

(
Conv(v0, . . . , vM)

)
= D. In light of

Proposition 3.2, we provide the distribution of X(t), t ≥ 0, in terms of the probabilities of
the positions of minimal random motions.

Let X̃ be a minimal random motion as in Proposition 3.2 and πD the orthogonal projection

in the proof above. Now, for t ≥ 0, x ∈ ◦
Conv(v0t, . . . , vMt), natural numbers n0, . . . , nM ≥ 1,

and k = 0, . . . , M, we can write

P

{
X(t) ∈ dx,

M⋂
h=0

{Nh(t) = nh}, V(t) = vk

}
(3.1)

=
∫

Ax

P

{
X̃(t) ∈ d(x, y),

M⋂
h=0

{Nh(t) = nh}, Ṽ(t) = ṽk

}
,

where Ax = {
y ∈R

M−D : (x, y) ∈ Conv(ṽ0t, . . . , ṽMt)
}
; clearly, πD(x, y) = (ID 0)(x, y) = x.

Under the assumptions (H1)–(H2), the probability (3.1) can be written explicitly by means
of Theorem 2.2.
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Remember that, unlike in the minimal-motion case, the support of X(t) is not partitioned
by the elements appearing in (2.1) (since they are not disjoint). Thus, for fixed t ≥ 0 and x ∈
Conv(v0t, . . . , vMt) there may exist several combinations of velocities (and their corresponding
times) such that the motion is in position x at time t. With H = 1, . . . , M, let I(1)

x,t,H, . . . , I(LH )
x,t,H ∈

C{0,...,M+1}
H+1 be the LH ≤ (M+1

H+1

)
possible combinations of H + 1 velocities such that the motion

can lie in x at time t, i.e. x ∈ ◦
Conv(vi0 t, . . . , viH t) with i0 . . . , iH ∈ I(l)

x,t,H, ∀ l, H (clearly, for

some H it can happen that there are no suitable combinations in C{0,...,M+1}
H+1 , so LH = 0). In

general we can write (omitting the indexes x, t of I(l)
x,t,H)

P{X(t) ∈ dx}/ dx

=
M∑

k=0

P

⎧⎪⎨
⎪⎩X(t) ∈ dx,

M⋃
H=1

LH⋃
l=1

⎧⎪⎨
⎪⎩

⋂
i∈I(l)

H

{Ni(t) ≥ 1},
⋂

i∈I(l)
H−

{Ni(t) = 0}

⎫⎪⎬
⎪⎭ , V(t) = vk

⎫⎪⎬
⎪⎭ / dx

=
M∑

k=0

M∑
H=1

LH∑
l=1

∞∑
nh=1
h∈I(l)

H

P

⎧⎪⎨
⎪⎩X(t) ∈ dx,

⋂
i∈I(l)

H

{Ni(t) = ni},
⋂

i∈I(l)
H−

{Ni(t) = 0}, V(t) = vk

⎫⎪⎬
⎪⎭ / dx, (3.2)

where I(l)
H− = {0, . . . , M} \ I(l)

H for all l, H.
Now, under the hypotheses (H1)–(H2), the probabilities appearing in (3.2) can be obtained

by using previous results. Consider the combination of velocities I(l)
H = {i0, . . . , iH}:

(a) If dim
(

Conv(vi0 , . . . , viH )
)

= H(≤D), then we can compute the corresponding proba-

bility in (3.2) by suitably using Theorem 2.3 (if H = D, then the projection described in
Theorem 2.3 turns into the identity function).

(b) If dim
(

Conv(vi0, . . . , viH )
)

= R < H, then we use the following argument. In light of

Proposition 3.1, we can consider the orthogonal projection pR defined in Lemma 1.1
and study the process XR with velocities vR

i0
= pR(vi0 ), . . . , vR

iH
= pR(viH ). Then XR is

an R-dimensional motion with H + 1 velocities, and we can proceed as shown for the
probability (3.1). Let us denote by X̃R the H-dimensional minimal motion such that
πR

(
X̃R(t)

) = (IR 0)X̃(t) = XR(t), t ≥ 0, and with ṼR the corresponding velocity process,
with state space {ṽR

i0
, . . . , ṽR

iH
}, where πR(ṽR

ih
) = vR

ih
∀ h. Now, for ni0 , . . . , niH ∈N and

k = 0, . . . , H,

P

⎧⎪⎨
⎪⎩X(t) ∈ dx,

⋂
i∈I(l)

H

{Ni(t) = ni},
⋂

i∈I(l)
H−

{Ni(t) = 0}, V(t) = vik

⎫⎪⎬
⎪⎭ / dx (3.3)

=
∫

Ax

P

⎧⎪⎨
⎪⎩X̃R(t) ∈ d(xR, y),

⋂
i∈I(l)

H

{Ni(t) = ni},
⋂

i∈I(l)
H−

{Ni(t) = 0}, ṼR(t) = ṽR
ik

⎫⎪⎬
⎪⎭ / dxR,

where Ax = {y ∈R
H−R : (xR, y) ∈ Conv(ṽi0 t, . . . , ṽiH t)

}
, and clearly πR(xR, y) = xR. 
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Example 3.2. Let X be a one-dimensional cyclic motion moving with velocities v0 = 0, v1 =
1, v2 = −1 and ph = P{V(0) = vh} > 0 ∀ h. Let N be its governing Poisson-type process such
that W(h)

j ∼ Exp(λh), h = 0, 1, 2, j ∈N. We now consider the two-dimensional minimal ran-
dom motion (X, Y) moving with velocities ṽ0 = (0, 1), ṽ1 = (1, 0), ṽ2 = (−1, 0) governed by
N. Let t ≥ 0 and x ∈ (0, t). In order to reach x, the motion must perform at least one displace-
ment with v1. Thus, keeping in mind the cyclic routine for the velocities (· · · → v0 → v1 →
v2 → . . . ), we see that the probability reads

P{X(t) ∈ dx}
= P{X(t) ∈ dx, N0(t) = 1, N1(t) = 1, N2(t) = 0}

+ P{X(t) ∈ dx, N0(t) = 0, N1(t) = 1, N2(t) = 1}

+
2∑

j=0

P

{
X(t) ∈ dx,

∞⋃
n=1

N(t) = 3n + j − 1

}

= P

{
W(0)

1 ∈ d(t − x), V(0) = v0

}
+ P

{
W(1)

1 ∈ d
(t + x)

2
, V(0) = v1

}

+
2∑

j=0

∫ t−x

0
P

{
X(t) ∈ dx, Y(t) ∈ dy,

∞⋃
n=1

N(t) = 3n + j − 1

}
. (3.4)

The first two terms are respectively given by p0λ0e−λ0(t−x) dx and p1λ1e−λ1
t+x

2 dx. By suitably
applying Theorem 2.2 or Example 2.2, the interested reader can explicitly compute (3.4). Note
that the integral in (3.4) is of the form∫ t−x

0
yn0

(
t + x − y

2

)n1
( t − x − y

2

)n2

dy

with suitable natural numbers n0, n1, n2. 


4. Random motions governed by a non-homogeneous Poisson process

Here we consider a random motion X moving with a natural number of finite velocities
v0, . . . , vM ∈R

D, M ∈N, whose movements are governed by a non-homogeneous Poisson
process N with rate function λ : [0, ∞) −→ [0, ∞). In this case N cannot explode in a bounded
time interval if and only if 
(t) = ∫ t

0 λ(s) ds < ∞, t ≥ 0. We note that the process X satisfies
(H2) if and only if λ(t) = λ > 0 ∀ t.

Let us assume that for all t, we have pi = P{V(0) = vi} and pi,j = P{V(t + dt) = vj | V(t) =
vi, N(t, t + dt] = 1} ≥ 0 for each i, j = 0, . . . , M. Let us also consider the notation, with t ≥ 0,
x ∈ Supp

(
X(t)

)
,

p(x, t) dx = P{X(t) ∈ dx} =
M∑

i=0

P{X(t) ∈ dx, V(t) = vi} =
M∑

i=0

fi(x, t) dx.

It can be proved that the functions fi satisfy the differential problem (with < ·, · > denoting the
dot product in R

D)
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂fi
∂t

= − < ∇xfi, vi > −λ(t)fi + λ(t)
∑M

j=0 pj,ifj, i = 0, . . . , M,

fi(x, t) ≥ 0, ∀ i, x, t,∫
Conv(v0t,...,vMt)

∑M
i=0 fi(x, t) dx = 1 − P

{⋃M
h=0{Nh(t) = 0}

}
,

(4.1)

where ∇xf represents the x-gradient vector of f and

P

{
M⋃

h=0

{Nh(t) = 0}
}

> 0 ⇐⇒ 
(t) < ∞ ∀ t.

We refer to [4, 5, 20, 27] for proofs similar to the one leading to (4.1).

Remark 4.1. (Complete minimal motions.) Let X be a complete canonical (minimal) random
motion (see Example 2.3) such that for all i, j, pi,j = pj. The differential problem governing the
probability law of X satisfies⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂f0
∂t

= λ(t)p0

D∑
j=1

fj + λ(t)(p0 − 1)f0,

∂fi
∂t

= − ∂fi
∂xi

+ λ(t)pi

D∑
j=0
j 	=i

fj + λ(t)(pi − 1)fi, i = 1, . . . , D,

fi(x, t) ≥ 0, ∀ i, x, t,
∫

Supp
(

X(t)
) ∑D

i=0 fi(x, t) dx = 1 − P

{⋃D
h=0{Nh(t) = 0}

}
.

(4.2)

Through a direct calculation, it is easy to show that the probabilities obtained by suitably
adapting the distributions (2.23), i.e. by summing with respect to n0, . . . , nD ≥ 1, satisfy the
PDEs in (4.2) with λ(t) = λ > 0 ∀ t. Furthermore, as shown in Example 2.3, the sum of these
probabilities, i.e. (2.25), satisfies the condition in the system (4.2) (see (2.27)).

It is also possible to show that if λ(t) = λ > 0 for all t, then the probability (2.25) (that is,
p = ∑

i fi) is a solution to the following Dth-order PDE:

D∑
k=0

∑
i∈C{1,...,D}

k

D+1−k∑
h=0

λD+1−(h+k)

[(
D + 1 − k

h

)
−

(
p0 +

∑
j 	∈i

pj

)(D − k

h

)]
∂h+kp

∂th∂xi1 · · · ∂xik
= 0.

(4.3)
The proof of this result is given in Appendix B.2. 


The next statement concerns the distribution over the singular components when N cannot
explode in finite time intervals.

Theorem 4.1. Let X be a finite-velocity random motion moving with velocities v0, . . . , vM ∈
R

D, M ∈N, governed by a non-homogeneous Poisson process N with rate function λ ∈
CM

(
[0, ∞), [0, ∞)

)
such that 
(t) = ∫ t

0 λ(s) ds < ∞, t ≥ 0. Let pi = P{V(0) = vi} > 0 and
pi,j = P

{
V(t + dt) = vj | V(t) = vi, N(t, t + dt] = 1

} ≥ 0 for each i, j = 0, . . . , M, ∀ t.

Set H = 0, . . . , M − 1, IH = {i0, . . . , iH} ∈ C{0,...,M}
H+1 , and IH− = {0, . . . , M} \ IH. If

∑
j∈IH

pik,j = P
{
V(t + dt) ∈ {vi0, . . . , viH } | V(t) = vik , N(t, t + dt] = 1

} = αIH > 0 (4.4)
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for k = 0, . . . , H and t ≥ 0, then, with dim
(

Conv(vi0, . . . , viH )
)

= R ≤ D, there exists an

orthogonal projection pR : RD −→R
R such that, for t ≥ 0, x ∈ ◦

Conv(vi0 t, . . . , viH t), with xR =
pR(x),

P

⎧⎨
⎩X(t) ∈ dx

∣∣∣ ⋂
j∈IH−

{Nj(t) = 0}
⎫⎬
⎭ / dx = P

{
YR(t) ∈ dxR

}
/ dxR, (4.5)

where YR is an R-dimensional finite-velocity random process governed by a non-homogeneous
Poisson process with rate function λαIH , moving with velocities vR

i0
= pR(vi0 ), . . . , vR

iH
=

pR(viH ) and such that pY
i = pi/

∑
j∈IH

pj and pY
i,j = pi,j/αIH for all i, j ∈ IH.

Theorem 4.1 states that if the probability of keeping a velocity with index in IH is constant

(αIH ), then, with respect to the conditional measure P

{
· | ⋂

j∈IH− {Nj(t) = 0}
}

, X is equal in

distribution (in terms of finite-dimensional distributions) to an R-dimensional motion governed
by a non-homogeneous Poisson process with rate function λαIH and suitably scaled transition

probabilities, where R = dim
(

Conv(vi0 , . . . , viH )
)

(if R = D, the identity function fits pR).

Proof. First we note that, in light of (4.4), for t ≥ 0,

P
{
V(t + dt) ∈ {vi0, . . . , viH } | V(t) ∈ {vi0 , . . . , viH }, N(t, t + dt] = 1

} = αIH ,

and thus

P

⎧⎨
⎩

⋂
j∈IH−

{Nj(t) = 0}
⎫⎬
⎭ = P

{
V(0) ∈ {vi0 , . . . , viH }} ∞∑

n=0

P{N(t) = n} αn
IH

= e−
(t)(1−αIH )
∑
i∈IH

pi. (4.6)

Now, by Proposition 3.1, Lemma 1.1, and the same argument used in point (b) of Remark 3.2,
there exists a projection pR : RD −→R

R such that XR(t) = pR
(
X(t)

)
and

P

⎧⎨
⎩X(t) ∈ dx

∣∣∣∣∣
⋂

j∈IH−
{Nj(t) = 0}

⎫⎬
⎭ / dx = P

⎧⎨
⎩XR(t) ∈ dxR

∣∣∣∣∣
⋂

j∈IH−
{Nj(t) = 0}

⎫⎬
⎭ / dxR,

with x ∈ ◦
Conv(vi0 t, . . . , viH t). The R-dimensional motion XR moves with velocities vR

0 =
pR(v0), . . . , vR

M = pR(vM), and its probability functions

fi(y, t) dy = P

⎧⎨
⎩XR(t) ∈ dy,

⋂
j∈IH−

{Nj(t) = 0}, VXR (t) = vR
i

⎫⎬
⎭ , i ∈ IH,

with t ≥ 0, y ∈ ◦
Conv

(
vR

i0
t, . . . , vR

iH
t
)
, satisfy the differential system

https://doi.org/10.1017/apr.2024.26 Published online by Cambridge University Press

https://doi.org/10.1017/apr.2024.26


Multidimensional random motions with finite velocities 1055

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂fi
∂t

= − < ∇yfi, vR
i > −λ(t)fi + λ(t)

∑
j∈IH

pj,ifj, i ∈ IH,

fi(y, t) ≥ 0, i ∈ IH, ∀ y, t,

∫
Conv

(
vR

i0
t,...,vR

iH
t
) ∑

i∈IH

fi(y, t) dy =
∫

Conv
(

vR
i0

t,...,vR
iH

t
) P

⎧⎨
⎩XR(t) ∈ dy,

⋂
j∈IH−

{Nj(t) = 0}
⎫⎬
⎭

= P

⎧⎨
⎩

⋂
j∈IH−

{Nj(t) = 0}
⎫⎬
⎭ − P

⎧⎨
⎩

⋃
i∈IH

{Ni(t) = 0},
⋂

j∈IH−
{Nj(t) = 0}

⎫⎬
⎭ .

(4.7)
In light of (4.6) we consider

fi(y, t) = gi(y, t)e−
(t)(1−αIH )
∑
h∈IH

ph,

for any i, i.e.

gi(y, t) dy = P

{
XR(t) ∈ dy, VXR (t) = vR

i

∣∣∣ ⋂
j∈IH−

{Nj(t) = 0}
}

.

The system (4.7) becomes⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂gi

∂t
= − < ∇y gi, vR

i > −λ(t)αIH gi + λ(t)αIH

∑
j∈IH

pj,i

αIH

gj, i ∈ IH,

gi(y, t) ≥ 0, i ∈ IH, ∀ y, t,

∫
Conv(vR

i0
t,...,vR

iH
t)

∑
i∈IH

gi(y, t) dy =
∫

Conv(vR
i0

t,...,vR
iH

t)
P

⎧⎨
⎩XR(t) ∈ dy

∣∣∣ ⋂
j∈IH−

{Nj(t) = 0}
⎫⎬
⎭

= 1 − P

⎧⎨
⎩

⋃
i∈IH

{Ni(t) = 0}
∣∣∣ ⋂

j∈IH−
{Nj(t) = 0}

⎫⎬
⎭ ,

(4.8)
which coincides with the system satisfied by the distribution of the position of the stochastic
motion YR in the statement. �

Theorems 3.1 and 3.2 of Cinque and Orsingher [5] are particular cases of Theorem 4.1.

Appendix A. Proof of Lemma 1.1

If dim
(

Conv(v0, . . . , vM)
)

= R, the matrix V(k) =
[
vh − vk

]
h=0,...,M

h 	=k
has R linearly inde-

pendent rows for any k. Now, the matrix VR
(k) =

[
vR

h − vR
k

]
h=0,...,M

h 	=k
, obtained by keeping the first

R linearly independent rows of V(k), has rank R, and therefore dim
(

Conv
(
vR

0 , . . . , vR
M

)) = R.

Thus, for l, the matrix VR
(l) =

[
vR

h − vR
l

]
h=0,...,M

h 	=l
also has rank R, and these must be the first R
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linearly independent rows of V(l) (if not, by proceeding as above for k, we would obtain that the
R selected rows were not the first linearly independent rows of V(k), which is a contradiction).

Finally, the second part of the lemma follows from the equivalence of the linear systems

x =
[
vh

]
h=0,...,M

a and xR =
[
vR

h

]
h=0,...,M

a, (A.1)

where a = (a0, . . . , aM) ∈R
M+1, such that ai ∈ [0, 1] ∀ i and

∑M
i=0 ai = 1, is the unknown

variable. Indeed, for k = 0, . . . , M, thanks to the constraints on a, the systems in (A.1) can be
written as

x − vk =
[
vh − vk

]
h 	=k

a(k) and xR − vR
k =

[
vR

h − vR
k

]
h 	=k

a(k),

with a(k) = (a0, . . . , ak−1, ak+1, . . . , aM).

Appendix B. Complete canonical random motion

Let X be a complete canonical random motion as in Example 2.3.

B.1. Probability mass of the singularity

Before computing the probability mass of the singularities of the complete uniform random
motion, we need to prove some useful relationships.

Let c1, . . . cH ∈R, H ∈N, and let C{1,...,H}
h denote the combinations of h elements among

{1, . . . , H}, h = 1, . . . , H. We have that

H∑
h=1

(−1)H−h
∑

i∈C{1,...,H}
h

(ci1 + . . . cih )m =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, m < H,∑
n1,...,nH≥1

n1+···+nH=m

cn1
1 · · · cnH

H

(
m

n1, . . . , nH

)
, m ≥ H,

(B.1)
and, with β ∈R,

H∑
h=1

cheβch

H∏
j=1
j 	=h

(
eβcj − 1

) =
H∑

h=1

(−1)H−h
∑

i∈C{1,...,H}
h

(ci1 + · · · + cih ) eβ(ci1+···+cih ). (B.2)

To prove (B.1), we denote by C{1,...,H}
h,{i1,...,ij} the combinations of h elements in {1, . . . , H}

containing i1, . . . , ij, with 1 ≤ j ≤ h ≤ H and suitable i1, . . . , ij. Then

H∑
h=1

(−1)H−h
∑

i∈C{1,...,H}
h

(ci1 + . . . cih )m

=
H∑

h=1

(−1)H−h
∑

i∈C{1,...,H}
h

∑
n1,...,nh≥0

n1+···+nh=m

cn1
i1

· · · cnh
ih

(
m

n1, . . . , nh

)
(B.3)

=
m∑

j=1

∑
k∈C{1,...,H}

j

∑
m1,...,mj≥1

m1+···+mj=m

cm1
k1

· · · c
mj
kj

(
m

m1, . . . , mj

) H∑
h=j

(−1)H−h
∣∣∣C{1,...,H}

h,{k1,...,kj}
∣∣∣ (B.4)
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=
m∑

j=1

∑
k∈C{1,...,H}

j

∑
m1,...,mj≥1

m1+···+mj=m

cm1
k1

· · · c
mj
kj

(
m

m1, . . . , mj

)
(−1)H+j

H−j∑
l=0

(−1)l
(

H − j

l

)
(B.5)

=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, m < H,∑
n1,...,nH≥1

n1+···+nH=m

cn1
1 · · · cnH

H

(
m

n1, . . . , nH

)
, m ≥ H.

In fact, in (B.5), the last sum (with index l) is equal to 0 for j 	= H and 1 for j = H. In (B.4) we
express (B.3) by summing every possible combination of indexes (k1, . . . , kj) and every pos-
sible allocation of exponents (m1, . . . , mj ≥ 1, m1 + · · · + mj = m). Each of these elements,

cm1
k1

· · · c
mj
kj

, appears one time in the expansion of (ci1 + · · · + cih )m for each i ∈ C{1,...,H}
h,{k1,...,kj},

with 1 ≤ j ≤ h ≤ H, i.e. ∣∣∣C{1,...,H}
h,{k1,...,kj}

∣∣∣ =
(

H − j

h − j

)

times.
To prove (B.2) we proceed as follows, denoting by C{1,...,H}

k,(h) the combinations of k elements
not containing h:

H∑
h=1

cheβch

H∏
j=1
j 	=h

(
eβcj − 1

) =
H∑

h=1

cheβch

H−1∑
k=0

(−1)H−1−k
∑

i∈C{1,...,H}
k,(h)

eβ(ci1+···+cik )

=
H−1∑
k=0

(−1)H−1−k
H∑

h=1

ch

∑
i∈C{1,...,H}

k,(h)

eβ(ch+ci1+···+cik ) (B.6)

=
H−1∑
k=0

(−1)H−1−k
∑

i∈C{1,...,H}
k+1

(ci1 + · · · + cik+1 )eβ(ci1+···+cik+1 )
,

which coincides with (B.2). The last step follows from observing that for each combination
i ∈ C{1,...,H}

k+1 , the corresponding exponential term appears once for each h ∈ i = (i1, . . . , ik+1),
with h being the index of the second sum of (B.6).

We now compute the probability mass that the motion moves with all H + 1 precise
velocities, and only these, for H = 0, . . . , D − 1. Let IH = {i0, . . . , iH} ∈ C{0,...,D}

H+1 ; then

P

{
X(t) ∈ ◦

Conv(vi0 t, . . . , viH t)
}

= P

{ ⋂
i∈IH

{Ni(t) ≥ 1},
⋂
i 	∈IH

{Ni(t) = 0}
}

(B.7)

=
∞∑

n=H

P{N(t) = n}
∑

n0,...,nH≥1
n0+···+nH=n+1

pn0
i0

· · · pnH
iH

(
n + 1

n0, . . . , nH

)
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=
H+1∑
h=1

(−1)H+1−h
∑

i∈C{0,...,H}
h

∞∑
n=H

P{N(t) = n}(pi0 + · · · + pih )n+1 (B.8)

=
H+1∑
h=1

(−1)H+1−h
∑

i∈C{0,...,H}
h

(pi0 + · · · + pih )e−λt(1−pi0−···−pih ) (B.9)

− e−λt
H−1∑
n=0

(λt)n

n!
H+1∑
h=1

(−1)H+1−h
∑

i∈C{0,...,H}
h

(pi0 + · · · + pih )n+1 (B.10)

= (p0 + · · · + pH) e−λt(1−p0−···−pH ) −
H∑

h=1

(−1)H−h
∑

i∈C{0,...,H}
h

(pi0 + · · · + pih ) e−λt(1−pi0−···−pih )

= P

{ ⋂
i 	∈IH

{Ni(t) = 0}
}

− P

{ ⋃
i∈IH

{Ni(t) = 0},
⋂
i 	∈IH

{Ni(t) = 0}
}

,

where we used the second equality of (B.1) to derive (B.8). Thanks to the first case of (B.1),
it is easy to see that the term (B.10) is 0, and thus, by means of (B.2), we also obtain the
equivalence between (B.9) and the probability mass (2.34).

Note that if the motion is uniform, i.e. p0 = · · · = pD = 1/(D + 1), then the probability (B.7)
reduces to

H + 1

D + 1
e

−λtD
D+1

(
e

−λt
D+1 − 1

)H

(see also (2.34)).
In light of (B.9), the probability that the motion moves with exactly H + 1 velocities in the

time interval [0, t] is

P

⎧⎪⎨
⎪⎩

⋃
I∈C{0,...,D}

H+1

{⋂
i∈I

{Ni(t) ≥ 1},
⋂
i 	∈I

{Ni(t) = 0}
}⎫⎪⎬
⎪⎭

=
∑

I∈C{0,...,D}
H+1

P

{⋂
i∈I

{Ni(t) ≥ 1},
⋂
i 	∈I

{Ni(t) = 0}
}

=
H+1∑
h=1

(−1)H+1−h
∑

I∈C{0,...,D}
H+1

∑
i∈CI

h

(pi0 + · · · + pih ) e−λt(1−pi0−···−pih )

=
H+1∑
h=1

(−1)H+1−h
(

D + 1 − h

H + 1 − h

) ∑
i∈C{0,...,D}

h

(pi0 + · · · + pih ) e−λt(1−pi0−···−pih ), (B.11)

where in the last step we observe that each combination i ∈ C{0,...,D}
h appears in

(D+1−h
H+1−h

)
combinations in C{0,...,D}

H+1 (i.e. all those which contain the h elements in i).

https://doi.org/10.1017/apr.2024.26 Published online by Cambridge University Press

https://doi.org/10.1017/apr.2024.26


Multidimensional random motions with finite velocities 1059

Finally, by using the expression (B.11), we obtain

P
{
X(t) ∈ ∂Supp

(
X(t)

)} = P

{
D⋃

h=0

{Nh(t) = 0}
}

= P

⎧⎪⎨
⎪⎩

D−1⋃
H=0

⋃
I∈C{0,...,D}

H+1

{⋂
i∈I

{Ni(t) ≥ 1},
⋂
i 	∈I

{Ni(t) = 0}
}⎫⎪⎬
⎪⎭

=
D−1∑
H=0

H+1∑
h=1

(−1)H+1−h
(

D + 1 − h

H + 1 − h

) ∑
i∈C{0,...,D}

h

(pi0 + · · · + pih ) e−λt(1−pi0−···−pih )

=
D∑

h=1

∑
i∈C{0,...,D}

h

(pi0 + · · · + pih ) e−λt(1−pi0−···−pih )
D−1∑

H=h−1

(−1)H+1−h
(

D + 1 − h

H + 1 − h

)

=
D∑

h=1

∑
i∈C{0,...,D}

h

(pi0 + · · · + pih ) e−λt(1−pi0−···−pih )
(

0 − (−1)D+1−h
)

=
D∑

h=1

(−1)D−h
∑

i∈C{0,...,D}
h

(pi0 + · · · + pih ) e−λt(1−pi0−···−pih ). (B.12)

Note that, with (B.12) in hand, and also keeping in mind (B.2) and the fact that
p0 + · · · + pD = 1, we obtain the last step in the probability (2.27).

It is interesting to observe that if the point process governing X is a non-homogeneous
Poisson process with rate function λ : [0, ∞) −→ [0, ∞) such that 
(t) = ∫ t

0 λ(s) ds < ∞ ∀ t,
then the above probability masses hold with 
(t) replacing λt.

B.2. PDE governing the absolutely continuous component

From the differential system (4.2) we obtain (4.3) through the following iterative argument.
First we consider w1 = f0 + f1 and easily obtain

∂w1

∂t
= λ(p0 + p1 − 1)w1 − ∂f1

∂x1
+ λ(p0 + p1)

D∑
j=2

fj

= Aw1 + Bf1 + C
D∑

j=2

fj, (B.13)

with A, B, C being suitable operators. Next we rewrite the equations of (4.2) by means of the

operators Ei =
(

∂
∂xi

+ λ
)

and Gi = λpi:

∂fi
∂t

= −Eifi + Gi

i∑
j=0

fj + Gi

D∑
j=i+1

fj, i = 1, . . . D. (B.14)
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Keeping in mind (B.13), (B.14) (for i = 1), and the exchangeability of the differen-
tial operators, we can express the second-order time derivative of w1 in terms of w1 and∑D

j=2 fj:

∂2w1

∂t2
= A

∂w1

∂t
+ B

∂f1
∂t

+ C
∂

∂t

D∑
j=2

fj

= A
∂w1

∂t
+ B

(
−E1f1 + G1w1 + G1

D∑
j=2

fj

)
+ C

∂

∂t

D∑
j=2

fj

=
(

A
∂

∂t
+ BG1

)
w1 − E1

(
∂w1

∂t
− Aw1 − C

D∑
j=2

fj

)
+

(
BG1 + C

∂

∂t

)
D∑

j=2

fj

=
(

(A − E1)
∂

∂t
+ BG1 + E1A

)
w1 +

(
BG1 + C

(
∂

∂t
+ E1

))
D∑

j=2

fj

=
(

λ2(p0 + p1 − 1) + λ(p0 + p1 − 2)
∂

∂t
+ λ(p0 − 1)

∂

∂x1
− ∂2

∂t∂x1

)
w1

+
(

λ(p0 + p1)

(
∂

∂t
+ λ

)
+ λp0

∂

∂x1

)
D∑

j=2

fj

= 
1w1 + �1

D∑
j=2

fj. (B.15)

By iterating the above argument, at the nth step, n = 2, . . . , D, we have, with wn = wn−1 +
fn (meaning that wi = ∑i

j=0 fj, i = 1, . . . , D),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂nwn−1

∂tn
= 
n−1wn−1 + �n−1

D∑
j=n

fj =⇒
(

∂n

∂tn
− 
n−1

)
wn−1 = �n−1fn + �n−1

D∑
j=n+1

fj,

(
∂

∂t
+ En

)
fn = Gnwn + Gn

D∑
j=n+1

fj,

(
∂

∂t
+ Ei

)
fi = Giwi + Gi

D∑
j=i+1

fj, i = n + 1, . . . , D.

(B.16)
Thus, using the first two equations of (B.16), we have
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(
∂n

∂tn
− 
n−1

)(
∂

∂t
+ En

)
wn (B.17)

=
(

∂n

∂tn
− 
n−1

)
Gnwn + �n−1

(
∂

∂t
+ En

)
fn +

[(
∂

∂t
+ En

)
�n−1 +

(
∂n

∂tn
− 
n−1

)
Gn

]
D∑

j=n+1

fj

=
(

∂n

∂tn
− 
n−1 + �n−1

)
Gnwn +

[(
∂

∂t
+ En

)
�n−1 +

(
∂n

∂tn
− 
n−1 + �n−1

)
Gn

]
D∑

j=n+1

fj.

Hence, by reordering the terms in (B.17), for n = 2, . . . , D, we see that


n =
(

∂

∂t
+ ∂

∂xn
+ λ

)

n−1 + λ(p0 − 1)

∂n

∂tn
+ λp0(�n−1 − 
n−1) − ∂n+1

∂tn∂xn

and

�n =
(

∂

∂t
+ ∂

∂xn
+ λ

)
�n−1 + λpn

( ∂n

∂tn
+ �n−1 − 
n−1

)
,

with 
1, �1 given in (B.15).
The interested reader can check (for instance by induction) that the operators 
n and �n are

such that

∂n+1wn

∂tn+1
= 
nww + �n

D∑
j=n+1

fj (B.18)

=

⎛
⎜⎜⎝

n∑
k=0

∑
i∈C{1,...,n}

k

n−k∑
h=0

λn+1−(h+k)
[(

n − k

h

)(
p0 +

n∑
j=1
j 	∈i

pj

)
−
(

n + 1 − k

h

)]
∂h+k

∂th∂xi1 · · · xik

(B.19)

−
n∑

k=1

∑
i∈C{1,...,n}

k

∂n+1

∂tn+1−k∂xi1 · · · xik

⎞
⎟⎠ wn (B.20)

+
n∑

k=0

∑
i∈C{1,...,n}

k

n−k∑
h=0

λn+1−(h+k)
(

n − k

h

)⎛
⎜⎜⎝p0 +

n∑
j=1
j 	∈i

pj

⎞
⎟⎟⎠ ∂h+k

∂th∂xi1 · · · xik

D∑
j=n+1

fj.

(B.21)

Finally, for n = D and wD = ∑D
j=0 fj = p, which is the probability density of the position

of the motion, the formula (B.18) reduces to (4.3); indeed, the term in (B.21) becomes 0, the
(D + 1)th-order time derivative can be included in the sum in (B.20) as k = 0, and this new
sum becomes the term with h = D + 1 − k in (B.19).
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