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ON AUGMENTED SCHOTTKY SPACES AND

AUTOMORPHIC FORMS, II
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0. Introduction

This is the second half of the paper entitled 'On augmented Schottky
spaces and automorphic forms". In the first half, we introduced new coordi-
nates to the Schottky space, and defined the augmented Schottky space
®g(Σ) by using the new coordinates. Furthermore we considered relations
between the augmented Schottky space and Riemann surfaces with or with-
out nodes.

In [2], Bers attached to each point τ of ^f\Z a basis of regular q-
differentials on the Riemann surface S(τ), which depends holomorphically
on r, where ©* is the augmented Schottky space in the sense of Bers and
Z is a "small" set. Here we will establish the same results as in [2] for
the case of the augmented Schottky space &*(Σ) denned in the first half
[4]; Theorem 2 is the main theorem.

In § 1, we will state some notations and quote a known proposition
needed later. In § 2, we will construct four kinds of Poincare series and
in § 3, we will consider their properties. In § 4, we will consider continuity
of the functions constructed in § 2. Proposition 6 is decomposed into Pro-
positions 7 and 8 which will be proved in the next section, § 5. The tech-
nique of the proofs of Propositions 7 and 8 plays an important role in the
proofs of the later propositions. In § 6, we will again consider continuity
of the functions. We summarize from Proposition 5 through Proposition
12 in Proposition 13. Proposition 14 says that the functions constructed
in § 2 are holomorphic on the fiber spaces over the augmented Schottky
spaces (see [5] for the definition of the fiber space). In § 7, we will consider
four propositions which guarantee that (2q — ΐ)(g— 1) linear combinations
of the functions form a basis of regular g-differentials on the Riemann
surfaces S(τ) for each τ e ©*(2ί)\Z, where Z is a "small" set. In § 8, we
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will state three main theorems. We will use the same notations and termi-

nologies as in Sato [4] and [5].

This paper was written while the author stays at the State University

of New York at Stony Brook. He wishes to express his deepest gratitude

to Professors I. Kra, B. Maskit and P. Matelski for many advices and

suggestions.

§1 . Definitions and Preliminary

DEFINITION. A holomorphic q-differential (q > 0; an integer) on a com-

pact Riemann surface without nodes is a holomorphic form of type (q, 0).

In other word, it is locally represented as F = f(z)dzq, where z is a local

parameter and / is a holomorphic function.

Let p e S. Let z be a local parameter with z = 0 at p defined on D

(p e D C S). Then a holomorphic g-differential on D\{p} is written as F

= Σn=-<*> an

z7ldzq in a neighborhood of p. The coefficient a_q is called the

residue of F at p.

DEFINITION. A regular q-differential on a stable compact Riemann sur-

face S with nodes (for the definition see Bers [2], p. 344) is a holomorphic

g-differential on each part of S satisfying the following properties:

(i) It has poles of order at most q at the punctures corresponding

to nodes.

(ii) Let a_q and a*Lq be the residues at two punctures joining the

nodes. Then a_q = atq if q is even and a,q — — atq if q is odd.

Let S be a compact Riemann surface of genus g with or without nodes.

Let d = d(q, g) be a number of linearly independent regular g-differentials

on S. Then by the Riemann-Roch theorem,

(2g - l)(g - 1) if q > Γ

Let G be a Kleinian group and let Ω(G) be the region of discontinuity

of G. Let Ω\G) be a subset of Ω(G) with the following properties: (i)

γ(Ω'(G)) = Ω'(G) for all γ e G and (ii) Ω(G)\Ω\G) is a discrete set.

DEFINITION. Let φ{z), zeΩ'(G), be a holomorphic function with

φ(Az)A'(z)q = φ(z) for all A e G. Then φ(z) is called a holomorphic form

of weight (— 2q) on Ω\G). For simplicity it is called a holomorphic g-form.

This form induces a holomorphic g-differential on each part of S(G)
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SCHOTTKY SPACES 81

= Ω(G)/G. Let Go be a subgroup of G. Let γ09 γl9 γ2, be a complete

list of the right coset representatives of G modulo Go as G = Goγo + Goγx

+ GQγ2 + . Let Φ(z) be a holomorphic function with Φ(γ(z))γ'(z)q = Φ(z)

for all 7* e Go. Set 0(z) = Σ~= o Φ(γn(z))fn(z)q. If the series converges uni-

formly on any compact subset, then φ is a holomorphic g-form for G.

PROPOSITION 1 (Bers [2]). Let Δ be a domain in Cr and let Γ be a

properly discontinuous group of holomorphic self-mappings of Δ:

JBζ = (C, • • ,ζO — > r ( ζ ) = (f(ζ), • • , f(0)e J .

Lei ΓΌ 6e α subgroup and let γ09 γl9 γ2y 6e α complete list of the right

coset representatives of Γ modulo Γo. Let q JΞ> 1 be an integer. Let ρ(ζ),

ζeΔ, be a positive continuous function such that p(γ(ζ))\ jacr (ζ)| = ^(ζ), γ e Γ,

where jacr (ζ) = d(γ\ , γr)ld(ζ\ , ζr). Let Φ(ζ), ζ e Δ, be a holomorphic

function such that Φ(γ(ζ)) jacr (ζ)q = Φ(ζ), γeΓ0 and

if) ΔJΓQ

where dVζ = dξιdηι - dξrdηr (ζj = ζj + / ^ Ί j y O Set

Φ(ζ)-ΣΦ(ϊn(ξ))hcΐn(ζy, ζeΔ.
71 = 0

Then

( i ) £/πs series converges absolutely and uniformly on any compact

subset of Δ,

(ii) 0(ζ) is holomorphic in Δ,

(iii) φ(γ(ζ)) jacr (ζY = φ(ζ) for all γ e Γ, and

(iv) if p(ζy-«\φ(ζ)\dvζ<\\ p(ζy-«\Φ(ζ)\dvζ.

% 2. Construction of Poincare theta series

From now on, we fix integers g ^ 2 and q ^ 2. We fix a compact

Riemann surface S of genus g and a standard system of loops Σ — {al9 ,
agl fr> *'>Ϊ2g-s} o n $ (see [4] for the definition). For the definitions of

fiber spaces gsβ*(2τ) and Schottky groups Gs(r), see [5]. Here we shall

define four kinds of functions of 3g-2 variables.

2-1. Let (r, Z) e %§δ
z><©g(Σ). Set Ss(τ) = Ω(GS(T))\GS(T) (s = 0,1, • •,

2^ — 3). There are two kinds of distinguished points on Ss(τ). One is the

following: To every ίel, there correspond distinguished points p^τ) and

https://doi.org/10.1017/S0027763000020110 Published online by Cambridge University Press

https://doi.org/10.1017/S0027763000020110


82 HIROKI SATO

g/τ) € S(τ) (see [4], p. 172 and [5], p. 74). We call them the distinguished

points of the first kind. We denote by Is the totality of i such that βt(τ),

Uτ)eSs(τ).

The other is the right and the left distinguished points p}(τ) and pj(τ)

e S(τ) corresponding to every j eJ (see [4], p. 172). We call them the dis-

tinguished points of the second kind. We denote by Js the totality of j

such that either p}(τ) or pj(τ) belongs to Ss(τ).

Let AsA(τ, z), , AStgs(τ, z) be generators of G,(τ). We take defining

curves CsΛ(τ), C'sA(τ), , CS)gs(τ), C^gs(τ) of Gs(τ). Let ωs{τ) be the standard

fundamental domain for Gs(τ) bounded by them. Let pSth{τ) and qs,h(τ) be

the repelling and the attracting fixed points of ASιh(τ, z) (h = 1, 2, , gs).

We denote by PsΛ(τ) the set of these points.

Let ! , . = {ίSlgs+ί, - , ίs,gs+ks}, is,gs+i < - - < is,gs+ics- For simplicity we

write pSigs + h(t) and qs,gs + h(τ) instead of p f(r) and qt(τ)y respectively, for i =

iSίgs + h. Let p8tga+h(τ) and qs,gs+h(τ) be the lifts of ps,gs+h(τ) and qs>gs+h(τ) to

ωs(τ), respectively. We also call them the distinguished points of the first

kind. We denote by PSl2(τ) the set of these points.

Let Js = {j8tl, - ,j8tna}, j s Λ < - < j s , n s . For simplicity we write pftk(τ)

instead of pf,ιk(τ). Let plk(τ) be the lifts of plk(τ) to ωs(τ). We also call

them the distinguished points of the second kind. We denote by PStS(τ) the

set of these points. We put Ps(τ) = P I ( 1 ( Γ ) U P , , 2 ( Γ ) U P ( I ! ( Γ ) .

2-2. Now we will construct four kinds of functions. We define

ΦSfh(τ, z) by setting

( 1) <Mr, z) =
- g,,»(r)) J

for (r, 2) e %sδ
τ'J®g(Σ) (s = 0,l, - ,2g~3;h = l,2, ,gs + k,). I n p a r t i c u -

lar, if pSίh(τ) = 0 and qsΛ{τ) = oo, then we define Φs,Λ(τ, z) = l/z". We denote

by N,(τ) the set of all linear combinations of ΦSΛ(τ, z) (h = 1, 2, , g s + £s).

For h = 1, 2, , gs, let GSιΛ(τ) be the group generated by A,ιh(τ, z), that

is, G,ift(r) = <As,ft(r, 2)>. For A = ft + 1, , ft + *„ put Gs,ft(r) = {1}. JLet

Γo> Γi> 72> "" be a complete list of the right coset representatives of Gs(τ)

modulo GsΛ{τ). We set

= Σ
0

(s = 0,1, 2, , 2g - 3; A = 1, 2, , gs +
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2-3. We denote by Ms(τ) the space of all the meromorphic functions

in z having the following properties:

( i ) They have poles of order at most q — 1 at

/ g \ Ps,\\τ)> qs,A
τ)> '' >Ps,gs+ks\

τ)> qStgs+ics\
τ) >

where p's,k(τ) represents either plk(τ) or p^k(τ) whose projection belongs to

(ii) They have no other singularities.

(iii) If oo does (resp. does not) appear among the points (3), then they

have zero of order at least q + 1 (resp. 2q) at oo.

We denote by Πn the space of polynomials of degree at most n. If oo

does not appear among the points (3), an element of Ms(τ) is represented

by

( 4 ) Θ f i,fo*) = -F; 7
-PSiι(τ)){z - gM(r)) '"(z - P U W ) } * " 1

with π e Πes_u where es - {2(gs + ks) + ns - 2}q - {2(gs + ks) + ns) + I.

Therefore dim Ms(τ) = es. In the case where the sequence of points (3)

contains oo, ΘSyπ{τ, z) is similarly defined and we also obtain άimMs{τ) = es.

We set

0..,fo*)= Σ β...(r, γ(z))γ\zY
( 5 ) re&s(τ)

(τ, z) e &ί 7 '©,(2), s = 0,1, 2, , 2g - 3 .

2-4. Here we define ?Γ,it(r, «) (s = 0,1, 2, , 2g - 3; k = 1, 2, , n.) in

the case where the sequence (3) does not contain oo. We set, if gs + ks ^ 1,

( 6 ) ¥,Λ(τ, z)= _ _ 1 —

if gs + ks = 0,

( 2

(z

- P'M9(

- piA*))qt

1
\z - pί,a(τ

1

> - Pί,iO
1

•W'-^-pί^W)

•)T\z - piAτ))

r,,Λτ,z) {Z - p'^{τ)y{z - p'sΛ{
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They are similarly defined in the case where the sequence (3) contains

oo. The detail is left for the reader.

We denote by Ls(τ) the set of all the linear combinations of elements

ΦsA
τ> 2) (£ = 1> 2, , ns) and elements of M£τ) which do not belong to

Λf,(τ). We set

( 7 ) ψ.,*(r, z)= Σ ΦU*> r
reGs(τ)

= 0,l, ,2g-3,

2-5. In order to introduce the fourth functions we need some prepa-

ration. We denote by Gf )jr the abstract free group generated by Al9 A2, ,

Ags. For τf e &g''
J'(Σ) with Γ C I and Jf C J, we let Gs(τ') be the group

generated by As>ι(τ', z), , A9tgt(τ', z). Denote by ηt9 the canonical iso-

morphism of Gf5t/ onto Gs{τ') defined by the correspondence Ah «-> ASth(τ\ z).

We note that Gs{τf) is a Schottky group and a subgroup of Gs(τ'). The

image of γ e GJ'J under the isomorphsm ηr,9 will be denoted by z >-> ^(rr, ,s).

Assume 00 $ Ω\Gs{τ)). Let f̂"7 denote the set of all sequences a of 2g — 1

distinct elements j ^ , •• ,^23-i of Gf>JΓ with the property: The attracting

fixed points αi(r'), , <hq-iW) oϊ yγ{τ', z), , ̂ e-iir7, 2) are distinct for one

(and hence for all) τf e &/(Σ). For TGs{τ')Tι with Te Mob such that

00 e Ω\TGs(τf)T-1), let f̂"7 denote the set of all sequences σ of 2q distinct

elements γ19 , γ2q of GJ"7 with the same property as above.

Now we define the functions ¥s,σ(τ, z) as follows. Let a e ^\'J and

(r, 2) 6 %βγ{Σ). If 00 φ Ω'(G£τ)), then we set

(8) r s >,*
(z — afcMz — a2{τ)) -(z —

and

(9) Ψ. f.(τ,*)= Σ Ψ.Λ*>r

If oo e Ω'(GB(τ)\ then we set

(z - α^τ))^ - cφ)) "(z- a2q(τ))

ψ,,ff(τ, -ε) is defined by (9).

2-6. Let τ e &*(Σ), z e Ω'(Gs(τ)) and w e Ωf(Gt(τ)). Suppose that there

exists TeMδb such that Gt(τ) = TGs(τ)T~\ Then we call Gt(τ) being
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equivalent to Gs(τ). Let φs be an automorphic form of weight (— 2q) on

Ω\Gs{τ)) for G,(τ). We define φt by setting φt{w) = φs(T-1(w))T-1'(w)q. Then

φt(w) is an automorphic form of weight (— 2q) on Ω\Gt(τ)) for Gt(τ). We

say 04 being equivalent to φs.

We easily see the following: If ΦSfheNs(τ), then Φ(τ,w) defined by

Φ(τ, w) = Φ,,Λ(r, T-\w))T-y{w)q belongs to Nt(τ). Furthermore φ(τ, w) =

& |Λ(r, T'\w))T~v{w)q, namely φ(τ, w) is equivalent to φSth(τ, z), where φ(τ, w)

is the Poincare theta series of Φ(τ, w) for Gt(τ). For θs>π, ψSjk and ψS)σ,

the same holds.

So far we defined φ,th(τ, z), θs>π(τ, z), ψ,ιfc(r, 2), and ψβ,,(r, z) for (r, z) e

%,&$(Σ). Now we extend them to (r, 2) in the union Σ%f %&*(Σ).

For this purpose, let τ e δ!>J(&g(Σ) and z e Ω'(Gt(τ)). If the cells σs and

σ, belong to the same part [σjk] (i.e., k(s) — k{t), see Remark in [5], p. 75),

then there exists ΓeMόb such that G,(τ) = TGs(τ)T~ι (see [5], p. 75). In

this case, we put φ,th(τ, z) = φSth(τ, T~\z)) T'y(z)q for ze β;(Gt(τ)). If s and

ί do not have the above relation, then put φs,h{τ, z) = 0 for 2 e Ω\Gt{τ)).

We extend the functions 0,>1Γ(τ, 2:) and ψ,,σ(τ, z) in completely the same

way.

Next, with respect to every j e J, we introduce the function ψj(τ, z)

defined o n ^ ] ^ 3 %&% (Σ). For τ e ̂ ^ ( l O and 2; e Ω{Gt{τ)\ we put Ψ/T, Z)

= 0 if e J",, and ψ/τ, 2) - ψίιΛ(r, 2) if jeJt = {jttl, ,;ίιnt} and j = j t t k

(remark: 7 e Jί if and only if either pj(τ) or pj(τ) belongs to Sk(t); for the

notation k(i), see [5], p. 74).

§3. Properties of functions ΦsJτ, z), θs,π(τ, z\ ¥s>k(τ, z) and Ψs>σ(τ, z)

3-1. We fix a compact Riemann surface S of genus g and a standard

system of loops Σ = {a,, , ag; γu , γ2g_3} on S. Let / = {il9 , 4} and

J = {ju ,jm}. We will consider the following deformation

lim τv = τ0 ,

where τv e δr>J(5g(Σ) and τ0 e 3/ z @ ^ ) with L = J U {/} c {1, 2, ., 2g - 3}.

By the dividing loops γh, , γjm, S is divided into m + 1 parts [σ0] = [σo(J)],

k j j = [<7 î(̂ )]? * '9 [ojj = [θjmW\ Since I is not contained in J, γt lies

on [σr(J)] for some reίO,;*!, ,jm}. Then ^ divides [σr(J)] into two parts

[σr(L)] and [σz(L)]. Corresponding to τv, there are n + 1 Schottky groups

(including the trivial group) G0(O, Gh{τX , Gjm(τv) and m + 1 Riemann

surfaces S0(rJ, S^(τυ), , Sjm(τv). Similarly corresponding to r0, there are
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m + 2 Schottky groups Gr(r0), Gt(r0) and Gjk(τo) (jk e J U {0}\{r}) and m + 2

Riemann surfaces Sr(r0), S,(τ0) and SiΛ(r0) (jk e J U {0}\{r}).

We use the same notations and terminologies as in § 2-1. We remark

that Gjk(τo) = Gjk(τ0) (ΛeJU{0}\{r}), G,(τ0) = Gr(τ0) and G,(τ0) = G,(τ0).

Furthermore G^r,) = G jjfc(τυ) (jfc e J U {0}) and G,(rυ) = f vG r(rv)f 1 for some

T v eM6b; remember that r is determined by γt a [σr(J)]. Let Gr(r0) =

<Ar>1(τ0, 2), , Ar,gr(τ09 z)>, and Gt(τ0) = <Λ*iO0, 2), , A?igι(τQ, z). We set

G r(rJ = <AΓfl(rlί, *), , Ar,,r(rv, *)>, Gΐ(τv) = <AI*1(rv, z), • , Aj^fo, *)> and

G,(O = T;'Gΐ(τv)fv = <AIfl(rw, ^), , A ίf^(rv, «)>, where

Alti(τ,9 z) = f ^ A ^ r . , 0)f, (i = 1, 2, , ί f ) .

Let γr - y(l, ij, , iμ(r)) and γt = ̂  = rC1^ *Ί> > ί/.«)) W e t a k e standard

fundamental domains ωr(τυ), ωr(r0), ωL(τv)^, ωt(r0)* for Gr(rυ), Gr(τ0), Gz(rJ, and

Gι(τ0), respectively. We remark that the distinguished points pt(τ0) and

Pi(τ0) are in ωr(r0) and <Wί(r0)*, respectively, and that for every large v,

pΐ(τo) e ωr(rv) and pf(r0) € o^r,,)*. We choose small circles cr (resp. cf) with
center at pΐ(τ0) (resp. pf (r0)) in ωr(r0) (resp. ω£(τ0)*). It is possible to choose,

for every large v, all the defining curves of Gt(τv) (resp. G*(τv) = T^Xτ^T'1)

to be contained in the interior to cr (resp. cf) and all the defining curves

of Gr(τv) (resp. Gf(τv)) to lie to the exterior to cr (resp. cf) (see the proof

of Proposition 5 in [4], pp. 169-170).

We take a small disk Dr (resp. Df) inside of ωr(τ0) Π Ω'(Gr(τ0)) (resp.

^z(̂ o)* Π Ω'(Gι(τ0)) and to the exterior to cr (resp. cf). We denote by dr

(resp. df) the center of Dr (resp. Z>f) and set d*(rv) = Γv(dr) and dz(τj =

We obtain a new group from Gr(τJ by the following normalization:

(1) p;(τv) = 0 (2) d r = oo, and (3) p<+>(l, i,, , i^,,, 0, .. , 0) (τv) = 1, where

P ( + )(l,/j, , ̂ α ) , 0, , 0) (τv) means an attracting or a repelling fixed

point p(l, ix, , iM 0, 0, • , 0)(ry) (see ([4], p. 165) if σ(l, iu , iμω, 0, y,0)
W TO

is the terminal cell in [σr(J)]9 and the right distinguished point p+(l, ίl9 ,

^(Z)J OJ * * * 9 0)(O with respect to the boundary loop γ(l, i19 , ίμ, 0, , 0)
TO' TO'

of K(J)] if σ(l, »„ • , iμU), O ^ ^ O ) € [σr(J)]. We denote again by G r(O
TO

the new group.

Next we obtain a new group Gt(τv) by the following normalization:

(1) p<+>(l, it, •, ̂ , 0, , 0)(O = 0 (2) dt(τv) = oo, and (3) p;(τv) = 1. We

denote again by G^τJ the new group. By the similar normalizations to
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the above, we obtain new groups from Gr(τv) and Gf(τv), which we denote

again by Gr(τυ) and Gf(rυ), respectively.

3-2. By the above normalizations, the Tv e Mob with Gz(τv) =

TvGr(τv)T;\ has the following properties: Tv(0) = 1, Tv(ΐ) = 0, and TXdfa))

= oo. Set dt(τv) = dv. Then we have

w = TXz) = d " ^ " 1 } and * = Γ ; » = J ^ Z ^ I .
z — dv w — dυ

We note that

Tί(z) = ψ^λ and Γ-'(«>) = -££=!£.
(2; — dv)

2 (w — dy)
2

Furthermore Tυ(oo) = dυ and lim^*, dv = 1.

We consider p r,Λ(O, gr,ft(rv), A = 1, 2, ,g r (resp. p^fo) and g^(O,

A = 1, 2, , gt), the repelling and the attracting fixed points of Arth(τv, z)

(resp. Afth(τv9 z)); pr,h(τv) and qr,h(τv) (resp.pfΛ(τv) and qf,h(τv)), the distinguished

points of the first kind to the exterior to cr in ωr(τv) (resp. c? in ωt(τv)*)

for A = g r + 1, , gr + kr (resp. h = gι + 1, , gt + kt); p'r,k(τv), k = 1,

2, , nr (resp. pi* (rj, fe = 1, 2, , n^, the distinguished points of the

second kind to the exterior to cr in ωr(τv) (resp. cf in ^(r,)*). We set Pιth(τv)

= T;\p*h(τv)) for A = 1, 2, . . , g ι + kt and p ί , ^ ) = T;\p[%{τv)) for ft = 1,

2, « ,λiz. We note that pίyh(τv), qι,h(τv) and pj,fc(r,) are all in the interior

to the circle cr.

We denote by Pr,i(τv) (resp. Pz,i(O) the set of all the points pr,h(τv),

qr,h(τv) (resp. p^fo), gZfΛ(rtf)) for A = 1, 2, , gr (resp. A = 1, 2, , gt)\ by

P r,2(O (resp. Plt2(τv)) the set of all the points pr,A(τv), grffc(rv) (resp. pIfΛ(rv),

gIfΛ(ry)) for A = ^ r + 1, , gr + kr (resp. gt + 1, , gt + kt); by P Γ f 8 W

(resp. Pz,3(τv)) the set of all the points p^fo) (resp. p^fo)) for A = 1, 2, ,

nr (resp. A = 1, 2, ., Λ i ) . We set Pr{τv) = PrΛ{τv) U Pr,2{τv) U P r i ί ( O and

P,(rυ) = P ίpl(ry) U P l f 8 (O U P M ( O . For p e A(O, we denote by p * e Pf(τv)

= TJP^τ^T'1 the image of p under the mapping Tv.

It is not difficult to see that lim^oopf^r,,) Φ oo, limv_^ q*h(
τ») ^r °° (A

= 1, 2, .,gt + yfe,), limr^p'ύfa) ^ oo (A = 1, 2, , nL), l i m ^ ^ p , , ^ ) ^ 1,

^ qr>h(τv) ^ 1 (A = 1, 2, , gr + Ar) and l i m ^ p ^ f a ) =̂  1 (A = 1, 2, , nr).

Take arbitrary w elements
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for every v, where each αέ(τv) is one of pTιh(τv), qr,κ{τXp'r,k(τ^ selected inde-

pendently of v (namely, the choice of p, g, p ' and the suffices h, k are the

same for all v). In the same sense, we take arbitrary v elements

We denote by af(τv) and bf(τv) the images of αέ(τv) and 6/rJ under the

mapping Tv, respectively. We treat the following function:

M z) = l / ( f ί (z - α4(r,))«« f\ (z -

with m1 + " - + mu + nx + + nυ = 2g, 0 ^ mέ ^ g, 0 ^ ^ ^ g, m^ rtj

e Z (the set of integers) (i = 1, 2, , u; j = 1, 2, , ι>). Then we have

the following:

( i ) If 0 rg m,< q - 1 (ί = 1, 2, . , u\ 0 ^ ΛZ,^ q - 1 0* = 1, 2, . , ι;),

then Ξ e Mr{τv\

(ii) if two of at{τ^ (or bj(τv)), say α^O and a2(τv) (resp. 6i(O and

b2(τ»)), are the fixed points of Arfh(τv9 z), h = 1, 2, , gr (resp. A^Λ(rv, 2;), Ĵ

= 1, 2, ,gι) or the distinguished points of the first kind pr,h{τv, z) and

qr,h(τv, z), and mx = m2 = q (resp. 7̂  = n2 = g), then S' e Nr(τv), and

(iii) if only one mί9 say m^ or njy say rij, is equal to q and α^τj e

Pr>3(τv) or &j(rv) e Pι,ι(τX or if one mf, say mί9 and one TẐ , say nl9 are equal

to q and α^τj e P r,3(O and 6j(rJ e Pt>8(rJ, then £? e Lr(ry).

3-3. We define J?*^) by setting ^•(α;) = Ξ(T-ι{w))T'ι\w)q. Then we

have

where αf (rv) and 6*(ru) are the images of α4(rv) and ft/r,) under the mapping

Tv. Setting

Ξ(w) = l/(f i (H; - o?(O)- Π (H; - 6?(r,))

we have

£T*(zι;) = Ξ(w)(f[ (af(τv) - dv)™< ft (6y*(O ~ *)nV(rf?(l

Since af(τu) - d, = d,(d, - l)/(α4(r,) - d.) (i = 1, 2, , u) ,
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/I /J^mi+ + mji-?/ i\mi + + ma

Since l i m ^ (α,(τυ) - dv) ^ 0 (ί = 1, 2, , u) and l i m ^ (&*(τw) - dv) ^ oo

0" = 1, 2, , υ), we have the following:

LEMMA 1. ( i ) If m, + + mu > q, then Ξ*(τ0, w) = limu*, Ξ*(τv, w)

= 0,

(ii) if m1 + + mM < g, ίΛeτι B*(τQ, w) = oo,

(iii) if m1 + +m t t = nt + + 7iβ = q, then

If mj + + mu = nx + +nv = q, we define B(τ09 z) as lim^^ 3(τv9 z).

We have

0, z) -

= \/{{z - \γ JJ (i - α*

We remember that z = 1 is A+(Vo) The residue of ^(TΌ, Z) at this point is

equal to

Res Ξ(τ0, z) = l/(f[(l- a fa))"*) .
2=1 / \ί=l

On the other hand,

Ko> (w - iy π -x (w - bj(τo)p π u (o4w -1)»«

= ( - l)«/((w - 1)« nx (1 - o/r,))-') + .

Observe that w = 1 is pϊ(τ0). Hence we have the following:

LEMMA 2.

Res £T(τ0, z) = ( - 1)? Res ff*^, 2) .

3-4. We will introduce g-differentials on S(τ) (see [5], p. 4) corre-

sponding to functions φs>h, θs>π, ψjy and ψ,fβ on Σ?ίo3 ^ί
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If τ e δ^'&giΣ) and J = {jx, -,jm}, then we have

S(τ) = S0(τ) + SH(τ) + • + Sju(τ) .

On taking st with &($*) = j t for i = 1, 2, , m (see Remark [5], p. 75), we

have

S(τ) = S0(τ) + SSl(τ) + '" + SSm(τ) ,

where Ss(τ) = β(G,(r))/G,(τ).

We denote by / an arbitrary one of φSfh, θStπ, ψj9 and ψ8tσ. Let π s be

the projection of Ω(Gs(τ)) onto Ss(τ). We define a g-differential f(τ, ζ)dζq

on Ss(τ) by setting

/(r, πXz)ya(zY = f(τ, z) .

We have to show that the g-differential /(τ, ζ)rfζ9 on S(τ) is well-defined.

In fact, if k(s) = ^(ί) = j , we have to show that the g-differentials on S/τ)

and St(τ) express the same one on S/τ).

If s and t are as above, then there exists T e Mob with Gt{τ) =

TGs(τ)T\ Then /(r, w) = /(τ, ^-(w;))!7-1^^)9 for a; e β 7 (GXr)). Set w =

T(z) (z e Ωr (Gs(r))), ζ = 7rs(z) and ω = TΓX ;̂). In this case we note that

πs(z) = πt(T(z))9 that is, ζ = ω, Furthermore /(r, z)ri(z)-q = /(r, ιι;)πί(iϋ)"g.

DEFINITION. ^βfΛ(r, -ε), ^Sjπ(τ, 0), ψ/τ, z) or ψS)<7(V, <ε) is said to be a

regular q-form if it induces a regular g-differential on the Riemann surface

S(τ).

By modifying the proof in [2], we have the following propositions.

PROPOSITION 2. The series (2), (5) and (7) converge absolutely for every

(τ, z) e Σ?£ό3 &β*CΣ) and uniformly in each compact set in J ^ %@*(Σ).

For every fixed r e β * ( ί ) , the functions φsΛ(τ,z), θs>π(τ,z) and ψj(τ,z) are

regular q-forms in fl'(G,(τ)). The functions ψs,σ(τ} z) are regular q-forms for

fixed r e &/{Σ) and σ e ^ J .

PROPOSITION 3. For every I c {1, 2, - ,g} and J a {1,2, , 2g — 3},

Φs,h(τ> z)y θs,π(τ, z) and ψj(τ, z) are holomorphic functions of

So are ψSίO(τ, z) if σ e
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§4. Continuity of functions φ8th9 βS}πy ψj and ψ9tβ

4-1. PROPOSITION 4. Let I c {1, 2, , g} with \ I\ < g, J c {1, 2, ,

2g - 3} and k e {1, 2, , g}\L Set K = I U {&}. Lβί / 6e one of the func-

tions φs>h, θs>π, ψj and ψs>σ with σe^f^. If

(10) {r,} C ^ 7 ' ^ ( ^ ) , lim τv - r0 e ̂ 7^J©^(i;) ,

(11) Jim /(r,, «) - /(τ0, ̂ ) /or ^ e fi^fo)) ,

/or ί = 0,l,2, - . . , 2 ^ - 3 .

This is proved by modifying the proof in Bers [2],

4-2. Next we consider the deformation given in § 3-1, by τv ~> τ0 with

τv e δr>J&g (Σ), τ0 e δ^L^g{Σ), L=^J[j {/}. Notice that the number r is de-

termined by γt C [σr(J)].

At first we remember the following: For s with k(s) ̂ = r,φSth(τυ, z) = 0

for zefiXG^O) or zeΩ'(G£τv)\ and ̂ S)Λ(τ0, 2) - 0 for 2e i2;(Gr(r0)) o r ^ e

Ω\Gι(τ^). With respect to Ŝ>7Γ and ψs>σJ the same holds.

For k$Jr, ψk(τυ,z) = 0 for z e Ω'(Gr(τv)) or z 6 Ω'iGfa)), and ψfc(r0, z)

- 0 for zeΩ'(Gr(τJ) or zeΩ'iGfaά).
Therefore we consider here φ8>h, θs>π, ψs>σ for s with A(s) = r and ψk

for έ e J r only. From § 4 through § β, we assume that s and k satisfy k(s)

= r and keJr, respectively.

We recall that Gr{τv) = Gr{τv) and Gt(τv) = Tβr(τv)T;\ Let F(τv9 z) be

one of Φs>h(τv, z\ Θs,π(τv, z), Ψk(τv, z) and Ψtlβ(τv, z). We set

F*(rv, M;) - F(rv, T:\w))T;lf(w)q for M; 6

f(τv,z)= Σ F(τv,γ(z))γ>(zy for z e Ω'(Gr(τv))
reGr(τv)

f*(τ,, w) = Σ F*(rM r*{w)yr*\wy for α; e β'

By means of F(τ09 z) with the similar meaning, we define f(τ0, z), z e Ω\Gr{τ^)

and /*(τ0, w), w e β'(Gz(τ 0)) by setting

f(*o, z) = JΣ F(τQ, γ{z))γ\zY for z e Ω\Gr{τQ))

and

/ * ( r o » = Σ F*(?o> γ*(w))γ*'(wy for w e Ω'(Gt(τ0)) ,
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where F*(τ0, w) = lim F*(τv9 w).

4-3. Let I c {1,2, •-.,£} and J C {1, 2, , 2g - 3}, | J | < 2# - 3.

Let Z e {1, 2, , 2g - 3}\J. Set L = J U {/}. We denote by Wr(J) (resp.

^(L)) the set {51 k(s) = r} for J (resp. L). In general, Ψ r (J) may not coin-

cide with Wr(L).

PROPOSITION 5. Let I, J, Z, L be as in the above. Suppose

(12) {τj C δ 7 ' ' © ^ ) , lim rv - τ0 e δ^L^g{Σ) .

1/ F is one of the functions Θs,π(τv, z) e Ms(τv) such that ΘSf7Γ(τ0, z) e Ms(τ0)

with s e Wr(L), then

(13) lim f(τv, z) = f(τ0, z) for z e Ω\Gr(τ0)) .

Here f are defined from F in § 4-2.

Proof. It suffices to consider the following functions:

(14) F(τv, z) = l/(f[(z- α/O)*' Π (* - b&„))">) τv e δ^®g(Σ)

and

with α,(τv) e Pr(τυ) (£ = 1, 2, - - , u), bfa) 6 P,(τυ) ( = 1, 2, . . , v), mx +

+ mu > q > ^ + + nυ, 1 <: m̂  ̂  q — 1, 1 <£ 71, <; g — 1, mέ, n3 e Z,

where α ^ ) and 6^(rp) are selected as in § 3-2, pp. 87-88.

We will prove the proposition by modifying the method in [2]. Let

Gr(τv) = (ArΛ(τv, z), , Artgr(τv, z)} be the subgroup of Gr(τv) defined in

§ 3-1. Let

(15) G r(rJ = G r(r,) r0(O + G r(rv) r i(rJ + Gr(τv)φv) + . ,

where γo(τυ) = id., γfcX γ2(τv), is a complete list of the right coset repre-

sentatives of Gr(τ,) modulo Gr(τ,). Set

F(τ,,z)= Σ F(τ,,γ(z))γ>{zy.
reGr(τv)

By the same way as in the proofs of Propositions 2 and 3, we see

that this series converges absolutely, and depends holomorphically on (r, z)

6 %rQ&ϊL{Σ). We have
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F(τo,z)= Σ F(τo,γ(z))r'(zy=f(τ0,z),

and

f(τv, z) = Yi F(τv> ϊ(z))f(z)q

= F(τv9 z) + Σ F(τv1 γn(z)yn(zy ,

where we write γn for γa(τ») for simplicity. Set

R,(z) = E F(τy,

Since lim,_ra F(τv, z) = F(τ0, z) by Proposition 3, it suffices to show that

lim Rv(z) = 0 for z e Ωr(Gr{τύ)) .

For every large v, we can choose defining curves of Gr(τu) (the boundary

curves of a standard fundamental domain ωr(τv) for Gr(τv)) as follows: (1)

gr fixed curves C7)Λ (/ι = 1, 2, -, gr) are independent of v. (2) Each Cr>h

surrounds the point pr>Λ(r0). (3) gr curves C'.^(O = ATιh(τv9 CTth). (4) Each

curve Cι>h(τυ) surrounds the point Pι,h(τu)9 h = 1, 2, , ^ . (5) Cjjft(rw) =

Atth(τv, Clιh(τv)). (6) All Cl!h(τv) and C^,(τJ are contained in small disks

K(τv) with (diameters of K(τv)) = o(l) (v —> oo). Let the 2gr-ply connected

region bounded by the 2gr curves CrΛ and C'rih(τv) (h = 1, 2, ,g r) be

denoted by ώr(τp). Then ώr(τj is a standard fundamental domain for G7(τv).

We remark that lim^^ C'rih(τv) — C .̂̂ (r0) and Cr,Λ are 2gr boundary curves

of a fundamental domain ωr(τQ) for Gr(τQ).

By using Proposition 1, we have

if
J Jώ

\F(τv, z)\λ(τ., zf-"dxdy = 0(1) , v • oo

where 2(r,, 2)|d2;| is the Poincare metric on Ωf(Gr{τ^j). From this we obtain

the following: For every large v and for a properly chosen fixed circle

C surrounding the disk K(τv),

max \F(τv, z)\ = 0(1), f > oo (uniform in τ) .
zee

F(τv9 z) Y\v

j=1(z — *bj(τv))nj, as a function of z, is holomorphic in the

interior to C (we denote it by [C]). Hence for every large v and z in [C],
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there exists a constant M independent of v such that

F ( τ v 9 z ) U ( z - bj( M.

Let p(τv) e PL(τv). We denote by Λp{τv)(τv, z)\dz\ the Poincare metric on
(O, 9rαW,p(O} if £r + K ^ 1 (or C\{p^),p'r,2(rv),p(rv)} if £ r + £r

= 0). Then we have the inequality

M?u> z) ^ Apivv)(τv, z) .

Furthermore in a neighborhood of p(τv),

ΛPU*» z)~\*~ P(τv)r(- log \z - P(OI)-1

(see [2], p. 343).
Hence in the interior to Cl)h(τv), h = 1, 2, , gl9 (we denote them by

[Clyh(τv)]), there exists a constant Mt independent of v such that

(16)

Similarly, in the interior to C^(τv), /ι = 1, 2, , gl9 (we denote them by
[CΊΛ(τv)])9 there exists a constant Mi independent of v such that

|F(rv, z)\λ(τv, z)^ £ M[\z - ft.^OI^ .

We can choose the representatives γί9 γ2, of (15) as follows:

r,(αιr(O) C U ([Clifc(O] U
h-l

Since r,(ωr(O) Π rm(«>M) = φ ίor m * n,

r.WO) u r«(o>r(0) u c

Thus

ff \Rp(z)\λ(τt, zf"dxdy

^ Σ ff lAr., r.(«

^ ff \F(τ»z)\λ(τ»zY-dxdy
J J ώr(τv)\ωr(τv)

f f Mί|e - qι,
JJcσJίA(r,,)]
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Since the diameters of Clfh(τv) and C[th{τ^ tend to 0 as v—>oo, we have

lim f f I R9(z) I λ(τvy zf~ «dxdy = 0 .

Hence we obtain (13). Our proof is now complete.

4-4. PROPOSITION 6. Under the same assumption as in Proposition 5,

(17) lim /*(rw, w) = /*(r0, u;) /or α; e .β'(GιW)

Hiere /* are defined from F in § 4-2.

Proo/. By Lemma 1, F*(τ0, ^) = lim^^ F*(τv, zt>) = 0. Since

/*(ro,M>)= Σ F*(r0? r * ^ ) ) ^ ^ ) 9 ,

we have /*(τ0) ẑ ) = 0. Hence it suffices to show that

(18) lim/*(τ,, w) = 0 for w e Λ'(G,(O) .

We decompose (5^0 into the following two sets:

GSW = {r* 6 G,(O| r*(a;) e [C*,^)] U [ C * ^ ]

U U [C* f r(O] U [C*; r(O] for some u; e ω.W*} ,

where C* f t(O = Γ,(Cr>ft) and Cr%(O = Γ,(C;,ft(r.)) (Λ = 1, 2, , ^ ) , and

We note that an element γ* of G^(τv) is the identity or satisfies

r*(«>) e [Cίx(r,)] u [Cίί(θ] u u [Cί /O]

for u e^CO*, where C,*ft(r,) = Γ,(CllΛ(r,)) and C & W = r,(Ci3(r,)). We
write

Σ+ Σ
r*6G|2(rυ)

= /f (r., U>) + Λ*(r,, w) .

We have Proposition 6 if the followings are proved:

lim/fir,, ω) = 0

and
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lim/*(rv, w) = 0 ,
J/-»OO

which are Propositions 7 and 8, respectively, proved in the next section.

§5. Proposition 7 and Proposition 8

5-1. PROPOSITION 7. Under the same assumption as in Proposition 5,

/ffo, w) = 0 for we β'(G,(τ0)) .

Here ff are defined in the proof of Proposition 6.

PROPOSITION 8. Under the same assumption as in Proposition 5,

lim/*(τy, w) = 0 for we Ω'iβkά) .
V-4OO

Here ff are defined in the proof of Proposition 5.

The proofs of Propositions 7 and 8 will be presented in a series of

the following lemmas. We need to introduce some notations in order to

state the lemmas.

We set GU(O = Γ 'GSWΓ,, G,,(O = T 'G}^)^,

Gr,h{τ») = {γe Gr(τ,)\γ(z) e [CrJ for some z e ωr(τv)} ,

(A = 1,2, ...,gr)

GU*») = ίr e Gr(r,)|r(2) e [C;,ft(O] for some 2 e α>r(O},

(A = 1,2, . . . ,g r )

Gr,ft(rJ = Gr(r,)\(Gr,ft(O U G;,Λ(O), (A = 1, 2, , gr),

(rv, «))) e Gu(ry) I We G r (O ,

h,k = 1,2, •• ,^ r } .

) e σ u ( θ | w;(r,,«)
= ArJV(Arik(τ>, z)) with h, k = 1,2, • •-,gr ,

VeGr(τX and W,eG M (O}.

5-2. LEMMA 3. (1) For every large v, there exists a constant M2 inde-

pendent of v such that

Σ \r'(T;1(w))\« £ M2 for w e fl'ίG.W).
r€Gin(fp)

(2) For every large v, there exists a constant Mz independent of v such

that

Σ ifiT Xw))? ^ M3 for w e Ω'(Gέ
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(3) For every large v, there exists a constant |M4 independent of v such
that

m Σ \r*'W\q ^ M* f°r w e flW).

Proof (1) We set γ e Gm{τv) as

= ίa (τ ) b(τv)\ ^ a w _ 6 ( r > ( O = ! β

\cr(rv) dr(τv)J

We have

Σ Ir^: 1 ^) ) ! ' = Σ ,X,2g — ^ .

Since

and T~\w) is sufficiently close to 1 for every large v9 there exists a positive
constant <5j independent of v such that

IΓ-1^) + WO/cr(O)| ^ ί, for all r e G1M(O .

By modifying the method of Ford ([3], pp. 104-105), there exists a con-
stant M independent of v such that

Z_ι J-i\^r\l'v'\ =^ Z_J

for every large v. Therefore, for every large v,

Σ IrXΓ ^u;))^ ^ M/φ for w; e flXG
Gin(τv)

(2) Since riTrXo;)) = W1(Wt(T;Kw))),

γ'(T;\w)) = Wί(W2(T

Therefore

Σ\Wί(W2(T;Xw))Wl(T;Xw))\«

^ Σ (I WίiT:\w))\" Σ
W2 Wx

Set

c(τv) d(τv)
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Then we have

1
\W[(W2(T;\w)))\ =

|2 \W2(T;\w)) + (d(τv)/c(τM

Since

;\w)) e U ([C^W] U [C;,*(O]) for all W2 e

and

there exists a positive constant δ2 independent of v such that

I W2{T;\w)) + (dίO/cW)! ^ ^2 for all W2 e G2l(τv).

By modifying the method of Ford ([3], pp. 104-105), there exists a con-
stant M independent of v such that

Therefore

(19) *£ιltP

for all W2 e G2ί(O and for every large v. Since T,W2T^ e G2*j(rv) (we denote
it by Wf),

For every large v, there exists a positive constant δ3 independent of v such
that

Set

\c*(τ.) d*(τ,)J

Then

\w + (d*(τ,)lc*(τM
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For every large ι>, there exists a constant M independent of v such that

, JZZihrxΰ ^ M for a11 wt e Gt^
Furthermore by modifying the method of Ford ([3] pp. 104-105), there exists

a constant Mr independent of v such that

ΣΣ ιi/c*ωr

Therefore

(20) Σ I Wί(T;\w))\* ^ AF*M'I%* for H; e fiXGz

From (19) and (20), we have the desired result.

(3) By modifying the method of Ford ([3], pp. 104-105), we can easily

prove the assertion. We omit the proof here.

5-3. We consider the function (16) defined in the proof of Proposition

5 in the remainder of this section. Then

(21) F*(r w) = T 1 > ( w ) q

Π?-i (T;\w) - at(τv))** Π5-i (T;1 (w) - 6/O) n '

We set af(τv) = 3τ,(α<(O), i = l,2, ..,u and 6*(rv) = 31(6/0), J = 1,
2, , i;. Since

Γ X^) - α/O = ϊ 7 ; ^ ^ ) - T;\aΐ(τv))

_ dv(l ~ d,)(tι; - o?(Q)

(w; - dv)(α*(O - dJ '

and

T-Hw) -b(τ)- d£

we have

/*fa> ̂ ) = Σ

= Σ
Try-.

d?(i - d v)
9 Ui-i(r*(w) - α*(O) w < Π5-i

By using

α*(O - dv = dυ(c/v - l)/(αί(τv) - d y ) ,
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*(w) - an ) = d ^ 1 -

and

(κ>)) - dv)\w - dvy '

we have the following, where γ = T~λγ*Tv e Gr(τv).

LEMMA 4.

/*(ry, w) = ^~~ '—-—

x Σ

X R \r*(w) - bf(τv)) \\U{(T;YTXT;\W)) - σ4(r,))*« '

5-4. LEMMA 5. (1) For every large v> there exists a positive constant

dt independent of v such that

\γ(T;\w)) - d.\ ^ δ,

for all γ = T;γTv e Gu(τv) and w e β'(G,(r0)).

(2) For every large v, there exists a constant M5 independent of v such

that

V

Π (b*(τv) — dv)l(γ*(w) — bf(τv))\nj ^ Mb

for all γ* e G§(τv).

Proof. (1) Noting that

γ{T;\w)) e f] ([Cr, J U [CUO]) for r e Gn(τv)
h = l

and that dv is sufficiently close to 1 for every large v, we have the as-

sertion.

(2) Since for every large v9 there exist positive constants M and δ

independent of v such that

'\b*(τv)-dv\^M (7 = 1,2, . . . , u )

and
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\r*(w) - b*(τv)\ ^ δ ϋ = l ,2 , . . . , u ) ,

we have the desired result.

Since

(22) ihn (- D ^ ^ α - ay = 0 £ o γ w e Ω,φι{τd)

(w — dv)
2q

in order to prove Proposition 7 it suffices to show that there exists a con-

stant M independent of v such that

(23) T

4w u
for every large v and w; e Ω\Gt{τJ).

5-5. LEMMA 6. Suppose α^O is α distinguished point. Then for every

large v, there exists a positive constant δ independent of v such that

\γ(T;Kw)) - at(Tv)\ ^ ^5 for all γ e Gn(τv) .

The proof is obvious and so we omit it here.

By the above lemma, from now on, we assume that each α^rj, i =

1, 2, , u, is not a distinguished point. Furthermore we assume that

at(Tv) (i = 1, 2, , u) is the repelling .fixed point of ArMi)(τv9 z). For the

other cases, we can treat similarly to this one.

We decompose (23) as follows:

fc = l Gr,Λ(fc)(

rXTrXa?))*

LEMMA 7. For every large ι>, there exists a positive constant δ6 inde-

pendent of v such that

for all γeGn(τv)\\JUGr,hik)(τv).

From Lemmas 3 and 7, we have the following.

LEMMA 8. For every large v, there exists a constant M6 independent

of v such that
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Σ
r'(T;\w)Y

5-6. Next we consider

(24) Σ -=r = l,2, ,u

For each k = 1, 2, '•', u, we easily see the following.

LEMMA 9. For every large v, there exists a positive constant δ7 inde-

pendent of v such that

± \γ(T:\w)) - 0,(01 ^ δ7 for γ e Gr.»(tt(O

Thus in order to show the boundedness of (24), it suffices to show by

Lemma 3 that there exists a constant M independent of v such that

(25) Σ
Gr,h(k) (Γ

(γ(T;\w)) - α t

M

for every large v and for k = 1, 2, , u.

We set

(26) v, W) =
™ (γ(T;\w)) - ah(τu))m*

Here we introduce the Mδbius transformation defined by

where α£(rυ) is the attracting fixed point of Ar>hik)(τv, z). Then we have

- =

and

S'(z) =

We set Gr>Mfc)(O = S Ό.^αXO^.

By simple computation, we obtain
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LEMMA 10.

f (τ w) = T ( - ma -
USrt*™ id - αfc

f>(S,T;Kw))*"
γ{SvT;\w)Y« '

where f = S~λγSv with γ e Grthik)(τv).

By noting that (1 — α£(ry))/(l — αfc(rv)) = Sυ(oo) e SXft)r(rv)), we see the

following lemma.

LEMMA 11. For every large v, there exists a constant M7 independent

of v such that

/or αZZ f € Gr,ft(fc)(rv).

5-7. Any element γ e GrMk){τv) is represented as f(τv, ζ) = A-^CBfo, ζ))

(m > 0), where B e S^Gr^^iτ^S,, namely if we write B = BXB% Bn, then

Bi * A^hik)(τv, z). Since A;?hW(τu9 ζ) = thω(τv)ζ with 0 < \th{k)(τv)\ < 1 and

lim,^ thω(τv) ^F 0, where t^k)(τυ) is the multiplier of Arthω(τv9 z), we obtain

the following

LEMMA 12.

v ff{SvT;\w)Y

Bf(SvT;\w)Y

where Gr,hm{τv) = SvGr,h(k)(τv)S;\

The following Lemmas 13, 14 and 15 are easily seen.

LEMMA 13. For every large v, there exists a positive constant d3 inde-

pendent of v such that

\B(SvT:\w))\ 2> δa

for all B e Gr,Λ(ι)(r,) and for w e β'(GXr0)).
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LEMMA 14.

= Σ - a'k(τMB(T;\w)) - a'k(

LEMMA 15. For every large v, there exists a constant M8 independent

of v such that

\{T;\w) - a'k(τv))l(B(T;Kw)) - a'k{τv))\ £ M8

for all BeGr>M)(τv) and for w e Ω\Gι(τ0)).

By Lemmas 3, 9, 10, 11, 12, 13, 14, 15, we have

LEMMA 16. For every large vy there exists a constant M9 independent

of v such that

Lemmas 4, 5, 7, 16 and (22) contain Proposition 7.

5-8. Next we will prove Proposition 8. We recall that

2 τv,w d«(l - dv)
q

X ~~
o f W ) - Π"-i(r*(H') - 6*(

LEMMA 17.

(2Ί)

dί(l-d

Proof. We have

lim dp = 1, af(O - d, =

(i = 1, 2, , u) and, as we showed in pp. 16, 17,

lim(δj<(τv) - cQ = bf(τ0) - 1 =*= oo
v-»oo

lim (a^r,) - cQ = αo(ro) — 1 ^ 0 .

Accordingly, the left hand side of (27) is equal to
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Since mί + + mu I> q + 1, we have the desired result.

Noting that lim^^ af(τv) = 1 (ί — 1, 2, , u), we easily see the fol-

lowing.

LEMMA 18. For every large v, there exists a positive constant δ8 inde-

pendent of v such that

\r*(w) - af(τv)\ ^ δ8

for each i = 1, 2, , u and for all γ* e G2*(τp) .

On the other hand, by the same way as in the proof of Proposition 7,

we can show the following lemma.

LEMMA 19. For every large v, there exists a constant Mί0 independent

of v such that

for w e β'(GXτo)).

By Lemmas 17, 18 and 19, we prove Proposition 8.

§6. Continuity of functions θSπ, ψ; and ψJ>σ (continued from §4)

PROPOSITION 9. Under the same assumption as in Proposition 5, if F

is one of the functions ΦSth(τ», z) e N,(τ,) such that Φ(τ0, z) e Ns(τ0) with s e

Wr(L), then (13) and (17) are satisfied. Here f and f* are defined from F

in §4-2.

Proof. It suffices to consider the following function:

Fit z) = OV»fa> ~ g^(O) g

(«-P.,Λ(O)«(2-g.,4W)' '

h = l,2, ,gT + kT. Let

where Gr,ft(rv) = <.Ar,h(τv, s)> and γ0 = id., γιt γz, • • • is a complete list of

the right coset representatives of Gr(rv) modulo GrΛ(τu). Set F*(τ,, w) —

F{τ,, T;Kw))T;v(wy and /*(r,, w) = Σ^=o -F1* ,̂, rί(«'))rί'(a')ί. Then /»(r,, w)
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= f(τy, T;\w))T;v(wy. Since F*(r0, w) = 0 for w e Ωf{Gt{τ0)) by Lemma 1,

/*(τ0, w) = 0. Thus it suffices to show that

(28) lim f(τv9 z) = /(τ0, z) for z e fl'to

and

(29) lim/*(*•„, w) = 0 for α; e Ω'(Gι(τ,)) .

By a similar method to the proof of Proposition 6, we can show (29).

Here we will show only (28). Let

Gr(τv) - Gr,h(τv)f0 + Gr,h(τv)n + Gr,h(τv)f2 + ,

where γ0 = id., f 15 f2, is a complete list of the right coset representatives

of Gr(τv) modulo Gryh(τv). We denote by E and β the sets {γQ, γu γ2, .}

and {f0, fu f2, }, respectively. We may assume that ϋJ D £ and

= £ f o U βγ 1 U £ f 2 U

with mutually disjoint

We set

(30) F(τv, z)=± F(τv, γn{z))fn(zy .
71 = 0

By the same way as before, we see that the series (30) satisfies the

following:

( i ) F(τ0, z) = f(τ0, z),

(ii) the series (30) converges absolutely, and

(iii) F(τ, z) is holomorphic on (r, z) e Σ?ίo3 &©£'x(2).

We have the following absolutely convergent expansion

f(T, Z)=£ F(T, fn(

We set

Rv(z) - f; F(τv9 γn{z))fn{zy .
71 = 1

Let ωr(τv) and ώr(τv) be the fundamental domains for Gr(τv) and Gr(τv),

respectively which we constructed in the proof of Proposition 5. Let ωr>h(τv)

be the fundamental domain for Gr,h(τv) bounded by CTth and C^Λ(ry). By

Proposition 1, we have
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if \F(τp,z)\λ{τu,zf-"dxdy

^ if |F(r., z)\λ(τ., zy-'dxdy .
J J o>r,h(τv)

Then the right hand side tends to

(ϊ \F(τ0, z)\λ(τ0, zγ-*dxdy < + oo

as v -> oo, where ωΓfft(O is the fundamental domain for GrΛ(τQ) = <Ar>7ι(r0, #)>

bounded by Cr,Λ and C>fΛ(O = AriΛ(τ0, CΓfΛ) and Λ(r0, 2)|<fe| is the Poincare

metric on β/(Gr(r0)). Hence for properly chosen fixed circle C surrounding

the point 1,

max \F(τv, z)\ = 0(1), v > oo .
zee

Since F(τv, z) is holomorphic in the interior to C, \F(τv9 z)\λ(τv, zf'q is uni-

formly bounded, i.e., there exists a constant M independent of v such that

Thus by a similar method to the proof of Proposition 5, we have

if \RXz)\λ(τv, zf-'dxdy £ MArea (ώr(τv)\ωr(τv)) .

Since Area (ώr(τv)\ωr(τv)) -> 0 as v->oo, we have lim^TO i?X^) = 0 for ze

Ω'(Gr(τ0)).

6-2. PROPOSITION 10. Under the same assumption as in Proposition

5, if F is one of the functions Θs>π(τv, z) e Ms(τv) such that Θs,π(τOi z) e Ls(τ0)

with s e Wr(L), then (13) and (17) are satisfied, where f and /* are defined

from F in § 4-2.

Proof. It suffices to consider the following function:

F(τ« z) = 1 / ( f t (2; - αt(O)»« fl (* - &i(O)
/ \i = l .7 = 1

F(τ0, z) = lim F(rv, z)

with 0,(0 e Pr(ry) (i = 1, 2, , M), 6,(O e P,(τv) (7 = 1, 2, . , υ), m1 +

.-. mu = nγ + - - - + nυ = q, u^>2, v ^ 2, mt ^ 1 and ^^ ^ 1, where â

and 6/O are selected as in § 3-2, pp. 87-88.

We have
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F(τ0, z)=l/(f[(z- at(rj)~<(z - l)λ ,

limF*ivΛ w) = ( - 1). nU(bfM-ir<
I i it I-* ( \ "1 \τnifiι% 1 \Q 1 \ v /

/(rβ,«)= Σ ^ o , r(z))r'(z)q

where bf(τv) = Tv(6/rv)) and bf(τ0) = l i m ^ bf(τv). Furthermore if we set

F*(r0, w) - lim^^ F*(rv, w), then

/*(τ0, ^) = Σ ^*(^o,
r*eGz(r0)

We will show that

(31) lim f(τv, z) = f(τ0, z) for z e fl'(Gr(r0))

and

(32) lim /*(rv, u;) = /*(r0, w) for 11; e fl^W) .

We can prove (32) by combining the methods of proofs of (31) and

Proposition 6. Therefore we will prove only (31) here.

We decompose the group Gr(τv) into the following two sets:

GirW = ίr e Gr(τv)\γ = id. or γ(z) e (j ([CΓfΛ] U [C^(O])
L Λ = l

for some z e <«,.(?•„) >

and

GM = Gr(Tv)\Glr(r,) .

We note that G l r(O = Gu(rJ U {id.} and G2r(τt) = G2ί(O\{id.}. WeΓwrite

/ ( r » 2 ) = Σ f(r., r(2))r'(2)? + Σ F(τ.,

= /i(τy, «) + Λfo, ^) .

We set af(τv) = TXat(τv)) and G2*(ry) = TvG2r{τv)T:\ Setting

we have
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x ( Σ

Since

Π (σf(θ - rf,)mi Π

we have

x (Σ F*(τnr*(τχz))yr*χτAz))*)T'Xz)9 •

By a similar method to the proof of Proposition 7, we have

lim Σ F*(τ9,r*(TAz)))r*'(τχ2)y < + oo.

Furthermore we easily see the following:

lim (α,(τj - dv) = α,(r0) - 1 ^ 0 (i = 1, 2, , u) ,

lim (δ*(O - dv) = 6*(r0) - U o o (i = l,2, - - -, ι;)

and

lim T'AzY = lim d«(l - dvYI(z - dυ)
2q - 0 .

Therefore we have l i π w f2(τv, z) = 0 for z e Ω'(Gr(τ0)).

Next we will show that lim^^ /^τ,, z) — f(τ0, z). We decompose the

group Glr(τv) into the following two sets: Gr(τv) (see p. 24) and Gίr(τv)IGr(τv)

(we denote it by G'r(τv)). We will show that

lim Σ F(τv,γ(z))γ'(zy = 0.

Elements of Gr(Tv) are classified into the following 4grgt types:

( i ) Γ =
(ii) r = .

(iii) j- = WiAr,Λ(τ,,, z)-'A/it(r,, z)W2 and

(iv) γ =
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where W, e G r(O, W, * U > « z)'n (n > 0) with VΊ 6 Gr(rv) for (i) and

(ii); W, e G r(O, W, * y,Ari lk(rΛ 2)" (Λ > 0), V, e G r(O for (iii) and (iv); W2

€ Gr(τX W2 * A,.»(τ,, z)-V, (n > 0) with V2 e G r(O for (i) and (iii); W2 e

G r(O, W2 # A,,fc(r,, z)" V2(n > 0) with V2 e Gr(r.) for (ii) and (iv).

Here we will only consider the case (i) for fixed h and k. We can

similarly treat the other cases. We denote by G'Λtk(τ>) the set of all ele-

ments of the type (i) for fixed h and k, and denote by G'htk(τv) the set of

all elements WΊ = AtA2 • • An so that each At(τ» z) (i = 1, 2, ,ή) is one

of Ar,/τM z) (j = 1, 2, • • •, gr) with An(τ,, z) # Ar,»(r,, z)~\

Set

Σ

This series converges absolutely and uniformly on any compact set in

β'(Gr(r0)).
We have the following decomposition into mutually disjoint sets.

G U O = Gί.*(Of 1 U Gίft(rv)f2 U

each fn is of form Ar,ft(rv, z)Ahk(τv, z)V2. With respect to the fundamental

domain ωr(τv) and the defining curves C£>fc(rv) introduced in the proof of

Proposition 5, we have

fn(ωr(τv)) = Ar,Λ(rv, Aι>k(τv, B2{ωr(τv)))) C [AΓfΛ(ry, C{iJfc(ry))] ,

where [A( )l means the interior to A( )

Set

= Σ

Then

It is easily seen that Fhfk(τv, z) is holomorphic in [Ar>Λ(rv, Cίffc(τy))]. Thus

by using the same method as in p. 93, we see that

in [Arιh(τv, C'lιk(τv))] for some constant M which does not depend on v. Thus

by the same way as before, we have

£ ,, z)\KτM zf-"dxdy £ M Area [Ar>lk(r,, C'
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Since Area [Arth(τv9 C'ltk(τv))] tend to 0 as y->oo, we have

limΛ.Λτ,, z) = 0 for z e Ω\Gr{τ0)) .

Hence we conclude

limffc^z) = f(τo,z) .
l)—>oo

Our proof is now complete.

6-3. PROPOSITION 11. Under the same assumption as in Proposition

5, if F(τv, z) is one of the functions Ψk(τv, z) e Ls(τv) such that Ψk(τ0, z) e Ls(τ0)

with s € Wr(L), then (13) and (17) are satisfied, where f and /* are defined
from F in § 4-2.

Proof. It suffices to consider the following function:

F(τv, z) = l/(u(z- a^y* f\ (z - bfa)
/ \ i l i l

w i t h m x = q, m, ^ 0 (£ = 2 , 3 , •••, !*) , n , ^ 0 0" = 1,2, • • - , ! ; ) , ΣU™i +

ΣU πj = 2q and φv) e Prz(τv), afa) e Pr(τv) (i = 2, 3, , u), 6,(rv) e A ( O

0' = 1, 2, , ϋ), or in, ^ 0 (i = 1, 2, . •, M), ^ - g, ^ = 0 0 ' = 2, 3, ., v),

ΣU mt + Σ5-i Λi = 2g, and α,(rυ) e Pr(ry), W O e Pιz{τv).

This proposition is proved by modifying the proofs of Propositions 5,

6, 7, and 8, when nx + + nυ <̂  g — 1. Furthermore we can prove the

proposition by the same methods as the proofs of Propositions 5 and 10,

when nx + + nυ = q.

6-4. PROPOSITION 12. Under the same assumption as in Proposition

5, let F(τv, z) be one of the functions Ψs,σ{τυ1 z) with s e Wr(J). If F(τ0, z) is

one of the following functions (i) F(τ0, z) = Ψs,σ(τQ, z) with a e ^\"L and s e

Wr(L), (ii) F(τQ, z) e Ms(τ0) with s e Wr(L), and (iii) F(r0, z) e Ls(τQ) with s e

Wr(L), then (13) and (17) are satisfied, where f and /* are defined from F

in §4-2.

Proof. For the cases (i) and (ii), the proposition is similarly proved

by modifying the proofs of Propositions 5, 6, 7, and 8. For the case (iii),

we can prove the proposition by similar methods to the proofs of Proposi-

tions 5 and 10.

6-5. For the sake of convenience, we summarize from Proposition 5

through Proposition 12 in the following form.
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PROPOSITION 13. Let I c {1, 2, , g) and J c {1, 2, , 2g - 3}. Let

F(τ, z) be one of the functions Φs>h(τ, z), ΘSrπ(τ, z), Ψk{τ, z) with keJs and

Ws,σ(τ, z) defined on Σ%f %t&^L (Σ), and let /(τ, z) be defined from F as in

§4-2.

( i ) Suppose \I\ < g, k e {1, 2, , g}\I and {τj is a sequence of points

in σ^J(Bg(Σ) such that l i m ^ τv = r0 e δκ'J<5g(Σ) with # = I (J {&}. Then

lim f(τv, z) = /(τ0, z) for « e Ω\Gt{τQ)\ ί = 0,1, - , ?g - 3 .
V—»oo

(ii) Suppose | J | < 2^ — 3, Z e {1, 2, , 2g — 3}\J and {rj is a sequence

of points in δ^J<Bg(Σ) such that l i m ^ τv = τ0 e ̂ I'L@ .̂(2r) with L = J U {/}.

Then

lim/(rυ, z) = f(τ09 z) for z e Q\Gfa)\ t = 0,1, . . , 2g - 3 .

From Proposition 13, we obtain the following proposition by modifying

the proof in Bers [2].

PROPOSITION 14. The functions φSth(τ, z), θs>π(τ,z), ψk(τ, z) are holo-

morphic functions of (τ, z) e Σtίo 3 St^?(^)- The functions ψs,σ(τ, z) with σ e

£f^L(Σ\ are holomorphίc functions of (r, z) e Σ?£

§7. Linear independence

Let τ e ̂ / ' ^ ( 2 T ) . We recall that gs - gs{τ\ ks = ks(τ) and ls = Z,(τ)

mean the genus of Ss(r), the half of the number of the distinguished points

of the first kind on Ss(τ) and the number of the distinguished points of

the second kind on Ss(τ), respectively.

7-1. PROPOSITION 15. For each s = 0, 1, , 2q — 3, there exist

(2q — l)(gs + ks — 1) + nsq linearly independent q-forms φSth(τ, z) (h == 1, 2, ,

gs + ks), θs,πi{τ, z) (ί = 1, 2, , es\ and ψj(τ, z) with j eJs (\JS\ = ns) for

every τ e δT'J(Sg(Σ), provided gs ^ 1, where es = {2(gs + ks) + ns — 2}q —

{2(gs + ks) + ns} + 1 (see p. 83).

We can prove it by a method similar to that of proof in [2].

As in § 3-4, we consider the projections φSth, θs,πi, ψj and ψSfO on S(τ)

of the functions φSyh, θs,πί, ψj and ψSyσ, respectively. Suppose Ss(τ) = St(τ)

and Gt(τ) = TGX^T'1 with TeMδb. Then we may regard φs>h(τ,z) =

ΦtAτ>z)> θs,πi(τ, z) = 0t,*t(τ, z), * •• Thus we have the following from Pro-

position 15.
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COROLLARY. Let τeδIW&g(Σ) with J= {jlf ,jm}. For each k = 0,

1, , my assume gjk <̂  1, where gjo = gQ. Then (2q — ΐ)(q — 1) differentials

on S(τ), φs>h(τ, z) (s = 0,Λ, , Jm; A = 1, 2, . , gs + ks), θs>π£τ, z) (s = 0,

Ju ' -yjml i = !> 2> , β,(τ)), αm2 ψ/r, Z) ( = Λ> >7m) α ^ linearly inde-

pendent.

7-2. Let J = {ju , jw}. For τ0 e δJ@z

g(Σ)L let G5(r0) = <A,fl(r0> «),-••,

ŝ̂ X ô> 2?)̂  which represent Riemann surfaces Ss(r0) (s = 0, j 1 ? , j m ) . Let

Jf = {7Ϊ, , J^} C J. For T e δ''&g(Σ), we set

G,(r) = <A,tl(τ, «), , A, ι Λ(τ, «)> (s = 0, jf2, ,j J . We recall the

notations P,(r) (see p. 82) and Ps(τ) (see p. 86). Let γjs(τo) = γ(l, iu , iμω)(τ0)

(s = 1, 2, , m). Let γh(τQ) = y(l, i1? , ^ ( s ), ί̂ ^ ,̂ , ^ ω )(r 0 ) be the nodes

joining Sjg(τ0) and Sjt(τ0). Assume that j t $ J"7. Then we note that Sjs(τ)

= Sh(τ) for r e δ*7'©^!1). In § 5-2 in [4], [σj represents the part of S divided

by the loops γj9 with / e J 7 which contains the cell ajt

We denote by ιμ the number 1 — iμ. We define ps(τ), qs(τ), p^z) and

g^(r) as follows:

P(V = 1 /- . . w v

[p-(l,ιί9 - • )ϊJ(τ)

if ^o € [σjs]

if σo$[σJs]

where p~(l, iί9 , ίv)(τ) is the left distinguished point whose projection lies

on SJt(τ);

(p(l, h, •-, iμω, ϊμω+ί, 0, , 0)(r) = A(Γ) if σt e [σjs]
qS(τ) ' -*" " ;ipW, ϊpW + l9 0, , 0)(τ) if σt e [σ,J

where σz is the terminal cell and p+(l, ίx, , ^ ( s ), ^ ( s ) + i , 0, , 0) (τ) is the

right distinguished point whose projection lies on Sjs(τ);

= fp(l, ii, , iM, 0, , 0)(τ) = Λ ( τ ) if σ, e [σ,J
P ( τ ) ~ [p+(l, il9 , ίμU)9 0, , 0)(r) if ^fc S [σjt] '

where σk is the terminal cell and p+(l, ί19 , î .̂ ), 0, , 0)(r) is the right

distinguished point whose projection lies on Sjt(τ);

, i , ( O , l ,0, . . ,0)(r)=p A (τ) if <rft € [σjt]

•-,*,«), i,o, •• ,o) i f f f A « κ ]

where σΛ is the terminal cell and p+(l, ι\, , ia( i), 1,0, , 0)(r) is the right

distinguished point whose projection lies on Sh(τ).
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7-3. Let τoeδ^J(Bg(Σ) with J = {jί9 Jm}. Then there exist d =

(2q — ΐ)(g — 1) numbers of regular ^-differentials fS)i(τ, z) (s = O,jl9j2, ,

j n ; i == 1, 2, , ds - ns) and fjt(τ, z) (t = 1, 2, , m) for £ e S(r) and τ e

&g'
J(Σ) satisfying the following properties (i) and (ii), where ds = ds(τ) =

(2q- ΐ)(gs + ks- ί) + qns:

(i) For τe&g'
J(Σ), let fs>ί{τ,z) be linear combination of functions

φ,th(τ, z) (h = 1, 2, , gs + ks), ψs>σ(τ, z) with σ e ^f'J and

where

θ.,.(τ, 2) = l / ( f i ((2 - α,(r))-' ft (2 - 6,(r))-
/ \ i l l

with Σr=i mi + Σ?-i Λjr = 2g, 1 ^ m4 ^ q - 1 (/ = 1, 2, . ., u), 0 ^ Σ j = 1 Λ i

<̂  g — 1, a^(r) e P/r) and 6/τ) e Ps(τ)\Ps(τ), where afa) and 6;(τ) are selected

as in § 3-2, pp. 87-88. Then fStί(τ, z) are the projections of /M(τ, z).

(ii) Let ^ t(r0) be the node joining Sjs(τo) and Su(τ0). For r e δ^J/(3g(Σ),

set

- P'W)4-x(r(«) - β'to)

if 7, ® J ' , and

/ ί r ^ = y ϊ W
^ (r(*) p'W)'-1^) ^s

if 'ί e J'. Then /^(τ, έ) are the projections of fjt(τ, z).

PROPOSITION 16. d = (2q — ΐ)(g — 1) numbers of q-dίfferentίals /M(τ0, z)

and fJt(τ09 z) are linearly independent on S(τQ).

A proof of the proposition is performed similarly to that in Bers [2].

We define

fu(*o, *) = lim/^ir,,, z) , for ze Ω'(Gj8(τ0))

which is equal to

Σ
GJs(τo)

^ γ{z)l{{γ{z) - Ps{τ,)Y-ι{r(z) - qs(τ0))(ΐ(z) -

Next for τ, e δz'J'@JΣ) with J' Q J, j t 6 J', we set fft(τM w) = fit(τ.,
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T;\w))T;v{w)\ w e Ω'(Gh{τv)\ where Tv e Mob with Gh(τv) = TvGh{τv)T;\

Then we define

/*(τ0, w) = lim/*(rv, u;)

which is equal to

Σ γ*'{u>y

( -

for M; e ί2'(G,t(τ0)), where p ^ ) * - l i m ^ T£pι(τv)) and g'fo)* =Umy^

Remark. From Lemma 1, each f8ti(τ0,z) (s = 09ju , j m ; i = 1, 2, ,

ds(τ0) — ft/τ0)) is identically zero on S(ro)\S,(ro).

7-4. PROPOSITION 17. 7%e q-differentials in Proposition 16 are linearly

independent on S(τ) for sufficiently close to r0.

Proof. If r e ̂ 7'"7©^(2') with Γ d I, the proposition is proved by a

similar method in Bers [2], Thus we will show it in the case of τ e δI"T'(S)g{Σ}

with Jf C J.

It suffices to show the proposition in the case of J 7 = <J\{1}, since we

can show it similarly in the general case. For simplicity, we assume that

J — {/} and J' = φ. Two parts of S(r0) joined by the node γL(τQ) are S0(τ0)

and Sι(τ0). We write g0, g19 d0 and dx instead of ^0(r0), gi(?o), do{τo) and dz(r0),

respectively.

For simplicity, we introduce the following notations

as follows:

(i) For τe ^(Σ), f(τ, z)y , /^^(r, 2); fd0+ί(τ9 z\ , fdΰ+dl(τ, z) are

functions as in p. 58. Then fh(τ, z) (h = 1, 2, , d0 — 1, d0 + 1, , d0 + dt)

are the projections of fh(τ, z) onto S(τ).

(ii) For T 6 ©^(i7), /d0(τ, 2:) is a function as in p. 59. Then fdQ(τ, z) is

the projection of fdo(τ, z) onto S(τ).

Remember that

(33) fx(τ0, * ) , . . . , fdo(τ0, z) , ^6 fi'(G0(r0))

and
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(34) fdo(τ09 z), .., f d o + d l ( τ 0 , z) , z e Ω'φ

are linearly independent on Ω'(G0(τ0)) and Ωf{Gt{τ^), respectively, and that

Λ(τ0, 2) = 0 on Ωf{Gt{τQ)) for i = 1, 2, . . . , d0 - 1, and /έ(r0, z) = 0 on Ωf{GQ(τ0))

for ί = d0 + 1, , d0 + dx.

It is necessary and sufficient for ffc^ z), i = 1, 2, , n, being linearly

independent on Ω'(GQ(τJ) that for z0 e Ω'{GQ{τ^) and for sufficiently small

ε, the Gram determinant is positive, namely if we write

(ffco, ),fj(τ0, )λ0

= f f fi(*o, z)f^)λ(τQ, zY-«dxdy ,
JJ |»-nl<

then

det ((/4(r0, ), fj(T0, • ))J > 0 (j, j = 1, 2, , ή) ,

where Jl(r0> e) is the Poincare metric on β'(G0(τ0)). Thus we have

(35) det ((/4(τβ, ), //r w ))ί0) > 0 (ί, j = 1, 2, , d0)

and

(36) det ((/4(re, ), //r0, )) J > 0 (i, j = 1, 2, , d0 - 1) .

Similarly we have that for zt e β'(GXτ0)),

(37) dβt((Λ(τ0, ),Λ(r0, ) ) J > 0 (i,j = dt,...,dβ + dd

and

(38) det ((/.(ro, ), //r0, ) ) J > 0 (i, j = d0 + 1, , d0 + dt).

Let t6@J i ! l l(2) be sufficiently close to τ0. We set

atl{τ) = (ft(τ, •), f}(τ, • ))„ (i, j = 1, 2, • • •, d0 + dλ)

for z0 e Ω'(G0(τ)) and

Mr) = (Λ(r. ). Λ(r, )),, (i, y = 1, 2, , d0 + d.)

for 2, € β'(G,(τ)). Then if we show that

det (αt/r0) + 6,/τo)) > 0 (i, j = 1, 2, , d, + d,)

then we have

det (Mr) + Mr)) > ° (», = 1, 2, , do + <*,)
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for τ near τ0 by using continuity of the functions, and therefore /Ί(r, z), ,

/<zo+<zi (τ> z) a r e linearly independent on S(τ) for τ near r0.

Set

Λ'0(τ0) = det ((a./ro))) (ί, J = 1, 2, , d0 - 1) ,

Λ0(r0) = det ((^(τo))) (i,j - 1, 2, , d0) ,

Λί(τ0) = det ((6o(τ0))) (i,j = d0 + 1, , d0 + dx)

and

Λx(τ0) = det ((&,/*<>))) (i,7 = c/0, , d0 + ^ ) .

We note that for each i = 1, 2, , d0 — 1, atj(τ0) = 0 ( = dQ + 1, ,

<i0 + di) and 6i/r0) = 0 ( i = l , 2 , ,rf0 + dj); for each i = d0 + 1, , d0

+ d1? α./ro) = 0 (i = 1, 2, , do + d,) and 6,/r0) = 0 (j = 1, 2, . , d0 - 1).

Then we have that

det (α,/τ0) + 6,,(τ0)) = Λ'Q{τQ)Λ&o) + Λ0(τ0)Λί(τ0) .

From (35) through (38),

det (α./ro) + &,/τ0)) > 0 .

Our proof is now complete.

7-5. We consider the set Z c &g

iJ(Σ) defined as totality of the τ for

which the g-forms are linearly dependent.

PROPOSITION 18. For each J' c J, the set Z is either empty or an

analytic subvariety of pure codimension 1 in δJ'&g(Σ).

This proposition is proved by the method similar to that in [2].

§ 8. Theorems

In this section, we will state three theorems. They were obtained in

the case of the fiber space of the augmented Schottky space in the sense

of Bers by Bers [2]. Our theorems are for the fiber spaces of the augmented

Schottky space defined in [5].

8-1. By using the results of the previous sections, Propositions 14,

15, 16, 17, and 18, we obtain the following Theorems 1 and 2.

THEOREM 1. Let g^2 and q ;> 2 be integers. There exist d =

(2q — l)(g — 1) holomorphic functions
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for each s = 0,1, , 2g — 3, and an analytic subvariety Z c &*(Σ) (see [4],

pp. 163-167 for the definition of the augmented Schottky space ^(Σ)) having

the following properties (i)-(v):

( i ) Z c δJ&g(Σ) is either empty or of pure codίmensίon 1 in δJ<Bg(Σ)

for J c { l , 2 , . . . ,2^-3} .
(ii) Z avoids all points τ which lie on any set δIiJ<Bg(Σ) with gt(τ) <̂  1

for all t = 0, 1, , 2g — 3, where gt(τ) represents the genus of the Riemann

surface St(τ).

(iii) Suppose Ss(τ) = St(τ) and Gt(τ) = TGs(τ)T~ι with T e Mob. Then

LM z) = /M(τ, T(z))T(zY for z e Ω'(Gs(τ)), i = 1, 2, , d .

When fs,i(τ, z) and ft>ί(τ, z) are the projections of /M(r, z) and /M(τ, z)y

respectively and s and t have the above relation, we have fs>i(τ, z) = /M(r, z).

Therefore we define d numbers of q-differentials f^τ, z), , fd(τ, z) for τ e

&g(Σ) and z e S(τ) by setting

fi(τ, z) = fS)i(τ, z)

if ze Ss(τ), s = 0,1, , 2g — 3. The fourth property is as follows.

(iv) For each τ e ®g(Σ), ft(τ, z) are regular q-differentials on S(τ).

(v) These q-differentials Λ(τ, δ) are linearly independent if and only

if τ$Z.

THEOREM 2. Let g^2 and q >̂ 2 be integers. Let τ0 e δ^J(3g(Σ)9 where

gsi^o) ^ 2 for some s = 0,1, , 2g — 3. Then there exist an analytic sub-

variety Z C &g>
J(Σ) and d = (2q — l)(g — 1) holomorphic functions fSiί(τ, z),

(τ, z) e Σlί~os ̂ t&/iΣ), for each s = 0,1, 2, , 2g - 3 having the following

properties (i)-(v):

( i ) For each J' a J, Z f] δJ'&g(Σ) is either empty or pure codίmensίon

1 in δJ'&g(Σ).

(ii) τ^Z.
(iii) Suppose Ss(τ) = St(τ) and Gt(τ) = TGs(τ)T-1 with Te Mob. Then

fs>i(τ> z) = fU*> T(z))T'(z)' for z e Ω'(Gs(τ)\ ί = 1, 2, •, d .

(iv) For i = 1, 2, , d, let U(τ, z) (r e ^/(Σ) and z e S(τ)) be similarly

defined as in Theorem 1 from fs>i(τ, z). Then f^τ, z) are regular q-differentials

on S(τ).
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(v) These q-differentials ft(t, z) are linearly independent if and only

if τ$Z.

8-2. THEOREM 3. Let g ^ 2 be an integer and let τQ e &g(Σ). Then

there exist a neighborhood N of τQ in ©^ (21) and g holomorphic functions

/M(τ, z\ (τ, z) e Z^ίo3 %&Ϊ(Σ) IN, for each s = 0, 1, . . , 2g - 3, having the

following properties (i) and (ii), where the vertical segment means a restric-

tion:

( i ) Suppose Ss(τ) = St(τ) and Gt(τ) = TGS(T)T~1 with Te Mob. Then

fsΛτ, z) - L&, T{z))T\zY for z e fl,(G,(r)), i = 1, 2, , g.

(ii) For i = 1,2, - >,g, let ffa, z) (r e N and z e S(τ)) be similarly

defined as in Theorem 1. Then f^τ, z) are linearly independent regular

1-differentials on S(τ).

This theorem is obtained from Theorems 1 and 2 by modifying the

method in [2].
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