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1. Introduction. Let a(dx) be a finite measure defined on the Borel 
subsets of [—1, 1], the spectrum of which is infinite. Let {P(n, x)\oœ be the 
family of orthonormal polynomials associated with a, so that 

I P(n,x)P(mJ x)a(dx) = 5(n,m). 

The {P(n, x)}Qœ are uniquely determined by this and by the condition 

p(n, n) > 0, n = 0, 1, . . . , 

where 
n 

P(n,x) = ^ p(n,v)x\ 

We denote by P the space of those real functions F(n) defined for rc = 0, 1, . . . 
and such that 

\\F\\ = \ j : F(n)2\ < » , 

and we denote by L2 the space of those real Borel measurable functions f(x) 
defined for [—1, 1] and such that 

11/11 = {jj(x)2a{dx)Y' < ». 
For F Ç. V- we define 

F\x) = X F(n)P(n,x). 

Here the partial sums of the series on the right converge in the metric of 
L2 and we have \\F*\\ = \\F\\. For / 6 L2 we define 

f(n)= J f(x)P(n,x)a(dx). 

and here | | /v | | = ||/| |. Finally, it is well known that 

(FT = F for F G /2, 
CD* = / for / 6 L\ 
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VARIATION-DIMINISHING TRANSFORMATIONS 99 

Let Mix) be a real bounded Borel measurable function on [ — 1, 1], and let 
TM be the associated multiplier transformation defined by 

(TMF)(n) = (F*MY(n). 

Clearly TM is a bounded self-adjoint transformation of /2 into itself with 
\\TM\\ = \\M\\„. 

For F(n) any real function defined for n = 0, 1, . . . we say that Fin) has 
at least m changes of sign if there exist integers 0 < n0 < n\ < . . . < nm < «> 
such that 

F(nk^i) F(nk) < 0, k = 1, . . . , m. 

F(n) has m changes of sign, Y[F] = m, if F has at least m changes of sign 
but not at least m + 1 changes of sign. If F has at least m changes of sign 
for every m, then \[F] = +°o. 

DEFINITION la. A multiplier M{x) is said to be variation-diminishing if 

\[TMF] < Y[F] 

for every F Ç I2. 

Our objective in the present paper, which continues the work begun in 
(4-7), is to obtain, under fairly general hypotheses on the measure a(dx)r 

necessary and sufficient conditions that TM be variation-diminishing. Let 

(1) a(dx) = as(dx) + ac(x)dx 

be the decomposition of a into a singular part and an absolutely continuous 
part. 

DEFINITION lb. The measure a(dx) will be said to satisfy the conditions S if: 

I log[u!c(x)](l — x2)~1/2dx > — oo. 

Our principal result is the following theorem. 

THEOREM lc. Leta(dx) satisfy condition S. Then M(x) is a variation-diminish­
ing multiplier if and only if M(x) is of the form 

(2) M(x) = decz EI (1 + akx) R (1 - bkx)-\ 
k k 

where d is real and 

(3) c>0, l>ak>0, l>bk>0, j:k(ak + bk) <™. 

Of course (2) need hold only almost everywhere with respect to a(dx). 
The sufficiency of the conditions (2) and (3) is rather easy to prove and 

holds without restriction on a. The difficulty lies in the proof that these con­
ditions are necessary. This was previously known for the special cases of 
Jacobi, Laguerre, and Hermite polynomials. In the present note the methods, 
of (6) are extended to yield the general result described above. 
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2. Some preliminary results. In this section we shall collect some 
(though not all) of the information from other sources which we shall need 
later. 

DEFINITION 2a. A real matrix [A{n, m)], n\ < n < n2, m\ < m < m2, is 
said to be variation-diminishing if 

Hn) = ^ A{n,m)g(m), n\ < n < n2, 
mi<m<m2 

implies \[h] < V[g] for every real function gim), mi < m < m2l which is zero 
except for finitely many m. 

Here Wi and n\ can be — oo or finite and m2 and n2 can be finite or +oo. 
For a demonstration of the following result see (8, Chap. 4) or (2, Chap. 5). 

THEOREM 2b (Schoenberg). If [A(n, m)], n\ < n < n2, mi < m < m2l is 
totally non-negative, then it is variation-diminishing. 

Note, a matrix [A(n, m)\ is said to be totally non-negative if, whenever 

ni < «i < a2 < . . . < ar < n2, mx < /?i < (32 < . . . < /3r < m2} 

we have 

\A(au ft) A(aup2) ' • • A(a!,pr) 
A(a2,Pi) A(a2,0i) ••• A(a2j ft) 

> 0 . 

\A (an^) A(aT,fa) ' • • A(ar,/3r) 

A symmetric (N + 1) X (N + 1) matrix 

Jm = Mr, s)]r>s=0 * 

is called a Jacobi matrix if 

j(r, s) = 0 whenever \r — s\ > 2. 

Suppose that in addition the condition 

(1) j(r, s) > 0 for \r - s\ = 1 

is satisfied. 

LEMMA 2c. If J(N\ a symmetric Jacobi matrix satisfying (1) is positive semi-
definite, it is totally non-negative. 

This is an immediate consequence of (2, p. 92, formula (38)). 
A symmetric (N + 1) X (N + 1) matrix 

UW = Mr, s)]r.,-o. . . . . N 

is called one-paired if there exist sets of numbers \j/{l), . . . ,\p(n) and x(l)> 
. . . , x W such that 

u(r, s) = ^(min[r, s]) x(max[r, s]). 
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We further assume that 

(2) *(*) > 0, k = 1, . . . , n. 

LEMMA 2d. If the symmetric one-paired matrix U(N) satisfying (2) is positive 
definite it is totally non-negative. 

This follows from (2, p. 90, formula (28) ). 
Finally, we need the following result, which unlike the preceding results 

has a long and difficult demonstration; see (1). 

THEOREM 2e (Edrei). Let M(eie) G L\-ir, T) and let M(eie)* = M{e~ie). 
We define 

L(n) = j M(ei6)e-inedd} - « < n < « . 

If the infinite matrix [L(n — m)}, — °o < n, m < co, is variation-diminishing, 
then writing z for eid we have 

M(z) = ^ e x p ^ + e - * " 1 ) W - T T ^ U - f ^ f ^ ' 
11* (1 - 7*2)11* (1 - 8kz ) 

where the as, fis, y's, ô's, es, and % are real, and 1 > ak > 0, 1 > 0/c > 0> 
1 > 7* > 0, 1 > ôk > 0, ex > 0, e_i > 0, and finally N is an integer. 

Here u*" is the operation of complex conjugation. 

3. Sufficiency. Our principal result in the present section is the following 
theorem. 

THEOREM 3a. If a(dx) is a finite measure on the Borel subsets of [ — 1, 1] and 
if M(x) is given by (2) and (3) of § 1, then M(x) is variation-diminishing. 

Note that in this sufficiency proof it is not necessary to assume that a(dx) G S. 
We begin by listing several general principles. 

(i) If {Gk(n)}™=i and G(n) are real functions defined for n = 0,1,2, ... , 
and if 

G{n) = lim Gk(n) 
* - > o o 

for each n — 0, 1,2, . . . , then 
V[G] < lim Y[Gk(n)]. 

*—>co 

(ii) If {Mk}i° are variation-diminishing multipliers and if 

lim \\M{x) - Mk(x)\\œ = 0, 
* - > o o 

then M{x) is a variation-diminishing multiplier. Here \\-\\m is the uniform 
norm on [ — 1, 1]. 

To see this, let G = TM F, Gk = TMkF for any F G I2 and apply (i). 
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(iii) If Mi(x) and M2{x) are variation-diminishing multipliers, then so is 

Mi(x)M2(x). 

Here we assume, of course, t h a t M\{x) and M2(x) are bounded Borel 
measurable functions. Because the polynomials P(n, x) are complete in L2(a) 
it follows t h a t TMltM2 = TMlTM2 and thus 

Y[TMlM2F] = Y[TMl(TM2F)] < Y[TM2F] < Y[F]. 

Because of these principles it is clearly sufficient for the proof of Theorem 
3a to val idate the following two assertions: 

I. a + x is a variation-diminishing multiplier if a > 1. 
I I . {b — x)~l is a variation-diminishing multiplier if b > 1. 

Let B be any bounded linear t ransformation of I2 into itself. Let lN be the 
subspace of I2 generated by those functions F Ç I2 for which F(n) = 0 for 
n > N, and let EN be the projection of I2 onto lN. Finally let us denote by 
B{N) the restriction of EN BEN to lN. I t is obvious t h a t B > 0 implies 
B W > 0 and B > 0 implies B^N) > 0. 

Proof of I. I t is well known (see 11 or 12) t h a t the F(n, x) 's satisfy a 
recursion formula 

xP(n, x) = A(n)P{n - 1, x) + B(n)P(n, x) + C{n)P(n + 1, x), 

where, with the normalization we have used, 

(1) A {n + 1) = C(n) > 0, n = 0, 1, 

If a > 1, then a + x > 0 on [ - 1 , 1 ] and therefore T(a+x) > 0. By the remark 
above T[%lX) > 0. However, the action of T(a+x) on 1% is by means of the 
matr ix 

j w = [_,-(,_ 5 ) k s _ o v> 

where 

j ( r , 5) = J (a + x)P{r, x)P(s, x)a(dx). 

Using (1) it is evident t h a t / ( i Y ) satisfies (1) of § 2. Therefore, by Lemma 2c 
and Theorem 2b, J ( A ) is variation-diminishing. For F Ç Z2 we have 

T(a+x)F(n) = lim T^F- (n) , n = 0, 1, . . . ; 

appealing to principle (i), our proof is complete. 

Proof of I I . Let us define 

Q(«, x) = 1 (x — y)~1P(n) y)a(dy), n = 0, 1, 

We assert t h a t 
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(2) J (b - *)-1P(f, x)P(s, x)a(dx) = P(min[r, 5], b)Q(max[r, s], b). 

We have, if r < s, 

f (&-xr 1 P( r ,x )PU,x)a ( r fx ) = f Pi-r>x) ~P^h)P{s,x)cc{dx) 
t / _ i • / _ ! (0 — X) 

+ P(r, 6) j (6 - x r ' P O , x)a(dx). 

Since [P(r, x) — P(V, ô)] (ô — x) _ 1 is a polynomial of degree r — 1 < s, the 
first integral on the right vanishes, and so on. If b > 1, then (b — x)~l > 0 
on [ — 1, 1] and therefore T(b-x)-i > 0. By a remark above T ^ - i > 0. The 
action of T\%-x)-i on lN is by means of the matrix 

U™ = [u(r, *)],,,_„ WI 

where 

, 5) = I (ft — x) lP(r, x)P(s, x)a(dx). it (r 

Using (2) it is evident that t/W satisfies (2) of § 2. (Note that P(» , b) > 0, 
« = 0, 1, . . . , if b > 1.) Therefore, by Lemma 2d and Theorem 2b, U(N) is 
variation-diminishing, and so on. 

4. Necessity. Extensive use will be made in this section of Szego's results 
given in (3, Chap. 2) and (12, Chaps. 11 and 12). Let <x(dx) be a measure 
on the Borel subsets of [ —1, 1]. We define a measure œ(dd) on T = ( — x, w] 
by setting 
(1) o>(£) =a(A(EniU)) +a(A(Er\L)), 

where A (d) = cos $ and where 27 = {0| 0 < 6 < TT}, L = {0| - x < 0 < 0}. 
Let <£(??, 2) be the Szegô polynomials with respect to co(dd); that is 

n 

$0 , z) = 52 0(n, ?K> » = 0, 1, . . . , 
j / = 0 

(2) <K«,n) > 0> 

<3>(n, el6)^(m, elB)*u(dd) = d(n,m). 
1T 

Here "*" represents complex conjugation. Note that because w is "essentially" 
even 

${n,eie)* = $(n,e~ie). 

The following connection exists between the P(n, x)'s and the <ï>(w, s)'s; see 
(12, p. 287). If x = §(2 + z-1), then 

<3> ^ *) = { 2 , ( , ( 2 W ' 2 2 : ) + W ) , ( 2 W , 0 ) ) } 1 / ^ " " ^ 2 W ' *> + 2 " * ^ ^ 

• 7 T7 
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From this point on we assume that a(dx) satisfies condition S. If 

(a{dff) = ws(dd) + o)c(6)dd 

is the decomposition of œ(d0) into its singular and absolutely continuous parts, 
then 

I logwe(6)dd = 2 I \ogac(x)(l ~ x2)~l/2dx > - oo. 
J T *J — 1 

Consequently we may define, for \z\ < 1, 

(4) logg(2) = (47T)-1 f logo,c(+)1+Zeidt. 
JT l — ze 

It can be verified that g(z) is analytic for \z\ < 1, that 

(5) g(eld) = lim g(reld) 

exists for almost all 0 (Lebesgue measure), and that for almost all 0 

(6) | g ( ^ ) | 2 = We(0). 

Furthermore, 

(7) lim f |$(», eie)e-in6g{eie)* - l|2coc(0)^ = 0, 

(8) lim f |$(n, c")|2«,(de) = 0. 
WH>OO * ^ r 

Finally, we note that 
(9) lim <£(w, w) = <£, 

ri->oo 

where 

0 = exp j~^ J log wc(6)d0f 

and 
(10) lim <£(tt, 0) = 0. 

For all such results see (12, Chap. 11). 

THEOREM 4a. If a(dx) £ S and if M(x) is a variation-diminishing multiplier, 
then Mix) has the form (2) and (3) of § 1. 

We introduce the matrix [K(n, tn)]n,m=o,i, . . . , where 

(11) K(n,m) = J P(n,x)P(m,x)M(x)a(dx). 

We also set for — oo < n, rn < & 

(12) L(n - m) = 4a I cos[(n - w)0]M(cos 0)d0, 
«/o 
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where a is a positive constant described below. Note that if r is sufficiently 
large and positive, then ?z + r > 0, ra + r > 0. We shall show that 

(13) lim K(n + r,m + r) = L(n — m), — & < n,m < ™. 

We have, by an evident change of variables, 

K(n + r, m + r) = - I P(n + r, cos 6)P(m + r, cos 0)M(cos d)œ(dd) 

= a(n, m, r) f \e-i{n+T)%{2n + 2r, ete) + ei(n+r)e$(2n + 2r, e~ie)} 
ft/ j 1 

X{e-i(m+r)%(2tn + 2r, eiB) + ei(m+r)6$(2nt + 2r, e~i9} 

XM(cosd)u(dd). 

Using (3), (9), and (10) we see that 

lim a(n, m, r) = a, 
7"->co 

where a is a positive constant independent of m and n. We have 

K{n + r,tn + r)a(n, m, r)-1 = I + Ii + I2 + Iz + I*, 

where 

I = f { • • • H - - . } M ( c o s 0 K W , 
«/ T 

and 

h= ( e-i(n+r)%(2n + 2r, ei6)e-i(m+r)%(2m + 2r, ei6)M(cos d)uc{6)d6, 

It = f e-
i(B+r)<,$(2w + 2r, eie)em+r)<>H2tn + 2r, <ri9)M(cos 6)wc(d)dB, 

«/ T 

h= ( eiin+r)e<£(2n + 2r, e-i6)e-Km+r)eH^m + 2r, ete)M(cos d)œc{d)dd, 
«/ T 

h= { ei(n+r)%(2n + 2r, e-i6)em+r)6$(2m + 2r, e-te)M(cos d)o>c(d)dd. 

It follows from (8) that 
lim 1 = 0. 
7"->oo 

Recalling (6) we find that 

/ i = f ei(n+m+2r)9{ H2n + 2r, eie)e-U{n+r)eg{ei9)*} 
ft/ y 

X{$(2m + 2r, e ' V " 0 " " ' W ) * } 
X\g(eie)\\g(eie)*\~1M(cos6)dd. 
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By (7) arid the Riemann-Lebesgue theorem, we have 

lim 7i = 0, 
T-$ca 

and similarly 

lim 74 = 0. 
r-H» 

Again, 

h= C e M . l f ( 2 ) ) + 2 f | e *° ) e - 2 ( ( n + r ) W 9 )*} 

X{H2m + 2r,e-iy-i(m+T)eg{eie)} 

X M (cos 8)d0. 

Using (7) it follows that 

l i m J 2 = f ei{n-m)6 M (cos 6)dd, 
r->oo » T 

and similarly 

lim h= { e-iin-m)dM(cos 6)d6. 

Combining these results we see that 

lim K(n + r, m + r) = 4a I cos[(n — m)d]M{cos d)dd 

and we have proved (12). Since the limit of variation-diminishing matrices 
is again variation-diminishing, we see that [L(n,m)], — °° < n, m < oo is 
variation-diminishing. Using Theorem 2e and taking into account the even­
ness of L(n), we see that 

a/iv Û\ y r ( ie i - ^ M life (1 + a*e% ) life (1 + ake~l ) M (cos 0) = £ exp[e(e + e )] ff—- i9 ±4 =nr , 
1 1 * (1 - yke ) 1 1 * ( l - yke ) 

where e > 0, 0 < ak < 1, 0 < yk < 1, and X^-fe + 7A) < °° • Setting d = £, 
c = 2e, 2afc(l + c^2) -1 = #/« 2yA(l + 7fc

2)~1 = bkf and x = cos 6, we obtain 
our desired result. 
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