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Abstract

In this paper, positive solutions of fractional differential equations with nonlinear terms depending on
lower-order derivatives on a half-line are investigated. The positive extremal solutions and iterative
schemes for approximating them are obtained by applying a monotone iterative method. An example
is presented to illustrate the main results.
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1. Introduction

Fractional calculus has gained considerable attention from both theoretical and applied
points of view in recent years. There are numerous applications in a variety of
fields such as electrical networks, chemical physics, fluid flow, economics, signal and
image processing, viscoelasticity, porous media, aerodynamics, modelling for physical
phenomena exhibiting anomalous diffusion, and so on. In contrast to integer-order
differential and integral operators, fractional-order differential operators are nonlocal
in nature and provide the means to look into hereditary properties of several materials
and processes. This aspect of fractional-order operators has helped to improve the
mathematical modelling of many real-world problems in the physical and technical
sciences. A detailed description of theory and applications of the subject can be found
in the texts [3, 8,9, 17, 19].

Another important contribution of fractional calculus has been observed in the
investigation of backward problems. It is well known that the backward problem in
time is severely ill-posed for the parabolic problem (involving a first-order derivative
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with respect to time: that is, @ = 1). This severe ill-posedness means that the stability
in the backward problem cannot be restored even by strengthening the norm within
Sobolev norms for estimating the initial value in L? spaces. However, for a fractional
order 0 < @ < 1, the backward problem is only moderately ill-posed [16]. For the
application of fractional calculus in inverse problems concerning the determination of
the fractional order, we refer the reader to the paper [5].

In this paper, we consider a nonlinear fractional boundary value problem on a half-
line given by

{D”u(t) + f(tu(), D u() =0, 1<a<?2, 0

u(0) =0, D'u(c0) = pu(é),

where t € J = [0, +0), f € C[J Xx R X R, J] and D" is the standard Riemann-Liouville
fractional derivative of order @. Here we emphasise that the nonlinearity in problem
(1.1) depends on the unknown function and its lower-order fractional derivative.

It is imperative to note that the available literature on fractional differential
equations is mainly concerned with a finite domain rather than with the infinite
domain. For work dealing with the existence of solutions (or positive solutions) of
nonlinear fractional differential equations on infinite intervals (unbounded domains),
see [1, 2, 4, 10, 11, 20, 21, 24, 26, 30, 33]. In particular, Zhao and Ge [33] applied
the idea of the Leray—Schauder nonlinear alternative theorem to study the existence of
positive solutions for the following nonlocal fractional boundary value problem:

D%u(t) + f(t,u(t))=0, 1l<a<?2,
u(0) = 0, t1n+n D u(t) = Bu(é),

where t € J = [0, +0), f € C(J X R, [0, +0)),0 < ¢ < 00 and D® is the standard
Riemann-Liouville fractional derivative. Su and Zhang [21] used Schauder’s fixed
point theorem to find the sufficient conditions for the existence of solutions for a
problem involving fractional differential equations with nonlinear term depending on
a lower-order derivative on the unbounded interval:

Du(t) = f(t,u(t), D 'u(t)) =0, 1<a<2,
w(0)=0, lim D 'u(t) = teo, U €R,
t—+00

where ¢t € J = [0, +), f € C(J x RxR,R) and D* and D*' are the standard
Riemann-Liouville fractional derivatives.

In the above referenced work [21, 33], only the existence of solutions for the given
problems was discussed by using the standard tools of fixed point theory. Applying
a similar procedure, one can easily show the existence of solutions for problem (1.1).
However, it is more interesting and useful to devise a strategy that not only ensures
the existence of solutions for the problem at hand but also provides means for finding
solutions. With this in mind, we seek the minimal and maximal positive solutions
for problem (1.1) by using the monotone iterative method, which is different from the
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approach employed in [1, 2, 4, 10, 11, 20, 21, 24, 26, 30, 33]. To approximate the
minimal and maximal positive solutions, we give two explicit computable iterative
sequences. For more details of the application of this method in fractional differential
equations, see [0, 7, 9, 12-15, 18, 22, 23, 25, 27-29, 31, 32].

2. Preliminaries and lemmas

First of all, we recall definitions of the Riemann-Liouville fractional derivative and
integral.

Dermnition 2.1 [8]. The Riemann-Liouville fractional derivative of order ¢ for a
continuous function f is defined by

1
I'(n-0)

provided the right-hand side is pointwise defined on (0, c0).

D°f(t) =

(%)nﬁ(z—s)"—é-‘f(s)ds, n=[o]+1,

Derinition 2.2 [8]. The Riemann—Liouville fractional integral of order ¢ for a function
f is defined as

1 !
Pf)==— f (=5 f(s)ds, §>0,
') Jo
provided that the integral exists.

For the analysis below, we define two Banach spaces,

|ua(2)] }
X = C J,R . ’
{u e C(J,R) Stlél}) T3 o < 400

Y = {u € X : D 'u(t) € C(J,R), sup |D* ' u(t)] < +oo},
e

equipped with the respective norms |lullx = sup,c,(lu(®)|/(1 + 1) and |ully =
max{|lullx, sup,., D' u(?)]}.
Define a cone P C Y by

P={ueY:u@)>0,tel}.

We now introduce the assumptions that we need in the sequel.
(H): B,é>0,T(a)>pe".
(H): There exist nonnegative functions a(t), b(t), c(¢) defined on [0, co0) and constants
p,q = 0, such that
f(t,u,v) < a(t) + b®)|ul’ + c(t)v|?

and
+00 +00 +00
f a®)dt =a* < +o0, f b()(1 + Y dt = b* < +co, f c(t)dt = c* < +oo,
0 0 0

(H3): f is nondecreasing with respect to the second and last variables.
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Lemma 2.3 [21]. Let U C X be a bounded set. Then U is relatively compact in X if the

following conditions hold:

() foranyu(t) € U, u(t)/(1 + t*~V) and D*~'u(t) are equicontinuous on any compact
interval of J;

(i) for any € > 0, there exists a constant T = T (g) > 0 such that

uty)  u(t)
L+t 1+

and |D*'u(t;) — D 'u(tr)| < € for any t1,t, > T and u € U.

Lemma 2.4 [33]. Let h € C([0, +0)) with fooo h(s)ds < co. IfT(a) # BE*"", then the
boundary value problem

u(0) =0, D 'u(c0) =pué), pB.é>0,

has a unique solution

{D“u(t) +h(t) =0,

u(t) = f ) G(t, s)h(s) ds, 2.1
0
where
[C(@) - B¢ = 9)* '™ = [T(@) - et — 9!, s<t,5<é,
1 |[D() - BE - ) e, 0<t<s<é,
G(t’ S) = K a—1 a—1 a-1
[(a)*™ = [[(e) = BE* 1t — )", 0<é&<s<t,
T'(a)* !, s>t,5>¢,
(2.2)
and A = T(a)[[(a) — &
From (2.1),
D u(r) = f G*(t, $)h(s) ds,
0
where
B -l _ﬂ(é‘:_s)a_l’ SS[,SSf,
. B 1 [()-BE-5)*", 0<t<s<é,
Gt 9) = [(a) - pee-1 | peet, 0<é&<s<t, 2.3)
I'(@), s>1,5> &

Lemma 2.5. For (s,t) € J X J, if condition (H) holds, then

G(t,s) 1 o1
0< Y < @) - per 1 0<G(t,s5) < W

and
1

0< G*(l‘, s) < W
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Proor. The assertion is obvious from (2.2) and (2.3). O

Lemma 2.6. If condition (H3) is satisfied, then
+00
f (s, u(s), D u(s))ds < a* + b*||u||’;, +cullf, VueY.
0
Proor. For u € Y, by condition (H>),
+00
f f(s,u(s), D*'u(s))ds
0

< f m[a(s)+b(s)|u<s>|"+c(s)|D"‘1u<s)|q]ds
0

Sa* +j(: Oob(s)(l + sa_l)p% ds+fo‘ ooc(s)lDaf—lu(s)lqu

<a + b*||u||1;, + c*||u||;1,. ]

3. Main results

Using Lemma 2.4 with A(r) = f(t, u(t), Tu(t)), we define an integral operator Q
associated with problem (1.1) by

Qu(t) = f+°° G(t, 5)f(s, u(s), D™ 'u(s)) ds. 3.1
0

Notice that problem (1.1) has a solution if and only if the operator equation u = Qu
has a fixed point, where Q is given by (3.1).

Lemwma 3.1. Assume that conditions (H,) and (H;) hold. Then the operator Q : Y — Y
is completely continuous.

Proor. The proof consists of two steps.

(a) The operator Q : Y — Y is relatively compact.

Let Q be any bounded subset of Y. Then for any u € Q, there exists a constant
M > 0 such that ||u|ly < M. By Lemmas 2.5 and 2.6,

00 G , 5
10ul = sup fo ©5) s, u(s), D u(s))l ds

1+ ¢!
1 e .
SW fo £ (s, u(s), D" u(s))| ds

1 * * *
< W[a + b lullfy + ¢ lull}]

1
<—— [a" + MPb* + MY,
['(e) - pee!

which implies that QQ is uniformly bounded.
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Next, we show that the operator Q : Y — Y is equicontinuous.

Let I c J be any compact interval and let Q be any bounded subset of Y. Then, for
allt,hel,tb > andu € Q,

Qu(t) _ Qun) f w(G(Q’S) R Jrcs.uts D”‘lu(s))ds'
0

- a—1 a—1
1+ 1+
[0
< f
0

1+ 1+

G(n,s) G, s)
L+ 1!

Since G(t, s) € C(J x J), for any compact set I x I, G(t,s)/(1 +t*"!) is uniformly

continuous. Note that this function only depends on ¢ for s > t. So it is uniformly

continuous on I X (J\I). Thus, forall s € Jand #{, t, € I,

(3.2)
|£ (s, u(s), D* 'u(s))| ds.

1

Gltrs) _ Gl.)| _

Ve > 0, d6(¢) such that if [t — 15| < 6, then ; ;
L+~ L+

(3.3)

By Lemma 2.6, for all u € Q, we get
f |£ (s, u(s), D u(s))|ds < 00, VueQ.
0

This, together with (3.2) and (3.3), implies that Qu(r)/(1 + t*~') is equicontinuous on /.
Observe that

D! Qu(t) = f " G*(t, ) f (s, u(s), D 'u(s))ds
0

and the function G*(t, s) € C(J X J) does not depend on ¢. Thus it is obvious that
D' Qu(t) is equicontinuous on /. Furthermore,

L G 1 BET —pE -5, 0<s<é,
= 1+ 1071 T(@)[T(@) - pe1] | ge, £<s,

In view of the above argument, it is easy to verify that for any given & > 0, there exists
a constant 77 = T’ (&) > 0 such that

‘G(tz,S) G(t,s)
1+470 1+

for any t;,t, > T’ and s € J. Thus, by Lemma 2.6 and (3.2), we infer that the same
property holds for QQ, uniformly on Q. Hence, the operator Q is equiconvergent
at co. As the function G*(¢, s) does not depend on 7, we easily obtain that D*~! Qu(r)
is equiconvergent at co. Therefore, it follows by Lemma 2.3 that QQ is relatively
compact on J.
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(b) The operator Q : Y — Y is continuous.
Let u,,u € X such that u, — u (n — o00). Then ||u,|ly < oo, ||u|ly < co. By Lemmas 2.5

and 2.6,
Qun([) = Loo ]G_ft;as—)l f(S, Mn(S),D”_lun(s)) ds
1 00 o
= r(a)_—ﬁalfo £ (s, un(s), D" 1y (5))l ds
1 * * *
< Ty petl@ +P lltall? + ¢ lital|%] < o0
and

D“_lQun(t)=f ooG*(t,S)f(s,un(S),Da_lun(S))dS
0

1 a o
= T(a) — geo1 fo £ s, un(s), D™~ u(5))] ds

[a” + D" lluglly + " llull§] < co.

<1
T(a) - pg!

By the Lebesgue dominated convergence theorem and continuity of f, we obtain

lim f T O (s D (s)) s = f T OW) sy D Vu(s)) dis
0 0

n—eo 1+t 1+ ¢!

and

00

lim G*(t, )f (8, un(s), D" 'u,(s)) ds = f wG*(r, $)f(s, u(s), D* ' u(s)) ds.
0

—00
n 0

In consequence,

1Qu, = Quly =sup fo ) IGf;j,)l 1F(5. (), D11, (5))

— f(s,u(s), D 'u(s)ds > 0 (n— o0),

and
sup |D* ' Qu,, — D 'Qu| - 0 (n — o).

teJ

This shows that the operator Q is continuous.
From the above steps, we conclude that the operator Q : ¥ — Y is completely
continuous. This completes the proof. O

TueOREM 3.2. Let the conditions (Hy),(H,) and (H3) be satisfied. Then there exists
a positive constant R such that problem (1.1) has minimal and maximal positive
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solutions v*,u* respectively in (0, Rt*"'], which can be obtained by means of the
following two explicit monotone iterative sequences:

+00
Vsl = f G(t, $)a(s) f(s, va(s), D () ds,  with initial value v(t) = 0,
0
+00
Upel = f G(1, $)a(s) f(s, un(s), D u,(s))ds, with initial value uy(t) = Rt®™'.
0
(3.4)

Moreover,

v0<v1<...<vn<...Sv*<...Su*

IN

...<un<. .

Proor. For computational convenience, we set
1
L= —"-—.
(@) - pge!

In view of I'(a) > B£*~!, Lemma 2.5 leads to the fact that (Qu)(¢) > 0 for any
ue P teJ Thus, Q(P)CP.

For 0 < p,g < 1, choose
R > max{3La", 3Lb")"/17P) (3Lc)"/ 1~}

and define B = {u € Y, ||ully < R}. In what follows, we first show that Q(B) C B.
For any u € B, by Lemmas 2.5 and 2.6,

1Qullx = sup fom o) f(s,u(s), D" 'u(s)) ds

[EJ 1 + ta_l
+00
<L f F(s,u(s), D u(s)) ds
0

< Lla" + b*|lull}, + c"|lull}]
< Lla" + RPb* + Ric*]
<R

and

sup |D*~"' Qu(r)| = sup f ) G*(t, $)f (s, u(s), D' u(s)) ds
0

teJ teJ
+00
<L f (s, u(s), D" 'u(s)) ds
0
<R.

This implies that ||Qu||ly < R, for all u € B. Thus Q(B) C B.
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The definition of the operator Q and condition (H3) imply that the operator Q is
nondecreasing.

Denote vy(f) = 0,v; = Q0 = Qvy, v» = Q>0 = Qvy, for all ¢ € J. Since vy(t) =0 € B
and Q : B — B, we have v{ € Q(B) C B and v, € Q(B) C B. So,

vi() = (Q0)(#) = 0 = vo(r), VrelJ.
By the nondecreasing nature of the operator Q, we get

v2() = (Qvi)(0) = (Qvo)(1) = vi(D), Vie ]

By induction, we can now define a sequence v,+; = Qv,, n=0,1,2,.... Clearly the
sequence {v,}°, C Q(B) C B and satisfies

V1 (@) 2 v (1), YteJ, n=0,1,2,.... (3.5)

By the complete continuity of the operator Q, we have that {v,} " | has a convergent
subsequence {v,};”, and there exists a v* € B such that v,, — v* as k — oo. This,
together with (3.5), implies that lim,,_,,, v,, = V*.

Since Q is continuous and v, = Qv,, we have Qv* = v*, that is, v* is a fixed point
of the operator Q.

Denote uy(t) = Rt*™", u; = Qug, uy = Q*uy = Quy, for all ¢ € J. Since uy(f) € B and
Q:B— B, we getu € Q(B)C Band u, € Q(B) c B. By Lemmas 2.5 and 2.6, we

obtain
ul(t)=f wG(t, $)f (s, uo(s), D" 'ug(s)) ds
0

< fo e f(s,uo(s), D" ug(s)) ds
< Li*(a* + b luolly + ¢ lluoll})
<R =up(n), Viel
Noting that Q is nondecreasing, we get
ur () = (Qu)(®) < (Quo)(®) = ui (1), Vie .

As before, by induction, we define u,;; = Qu,,n=0,1,2,.... Then the sequence
{un},., € Q(B) C B and satisfies the relation

U1 (1) Sup(t), Vteld, n=0,1,2,.... (3.6)

Similarly to earlier arguments, it can be shown that there exists a u* € B such that
lim,, o U, = u*.

Since Q is continuous and u,,; = Qu,, we have Qu* = u* which, in turn, implies
that u* is a fixed point of the operator Q.

We are now in a position to show that u* and v* are the maximal and minimal
positive solutions of (1.1) respectively in (0, R®"'].  We first establish that if
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w € [0, 1% is any solution of (1.1), then vo(¢) = 0 < w(f) < Rt*! = up(f) and Qw = w.
Using the monotone nature of O, we have that v{(f) = Qvy(?) < w(f) < Qu(t) = u (1),
forall € J.

Repeating the above process several times, we obtain

() <w(t) S uy(t), VYied, n=0,1,2,.... (3.7
In view of u* = lim, .« u, and v* = lim,_,« Vy,, it follows from (3.5)—(3.7) that

Vo<V < SV SV W<, < < up L . (3.8)

Since f(¢,0) £ 0, for all r € J, it follows that O is not a solution of problem (1.1).
It follows from (3.8) that #* and v* are the maximal and minimal positive solutions of
(1.1) respectively in (0, R#*~'], which can be obtained by the corresponding iterative
sequences in (3.4).

With regard to the range of p and ¢, the method is similar, so we omit the details.

This completes the proof. O

4. Example

Consider the following nonlocal fractional boundary value problem for a nonlinear
fractional differential equation on a half-line:

eMu@P 21n(1 + HID*Pu(t)|? 3

(5 +1)? " (1+ oy ! (2 + 12)? =0, t€]0,+c0),
M(O) = 0, DO'ZSM(OO) = OSu(l)’

D' u(r) +

4.1)
where @ = 1.25,8=0.5,¢ =1 and

2 N e ulp N 2In(1 + r)v|?
G+ 1+ Vop 2+2)? °

Obviously I'(1.25) ~ 0.913 15,,35"‘1 =0.5. Thus (H;) holds.
Next, taking

ft,u,v) =

0<p,g<l.

) b= — = =2
a = -, =, C =,
(5+1)? (1 + Vo (2 +12)?

we have

2 e ulp 21In(1 + 1)|v|?

t, b =
L u v 5 +1)? * (1 + Vo 2 +12)?
2 e ulp 2tv|4

< + +
G+0? " 1+ Q+P)
£ a(r) + b@)lul” + e,
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and

+00 d +00 2 d 2
* = 1) dr = —dat = — y
a fo a(t) j(; G0? 5<+oo

+00 +00 3 +00 1
* _ a—1 _ _ =3t — 00
b _j; b()(1 + ¢ )Pdr_fo (1+«[)( 1+ V)P dt = f e dt—3<+ ,

+00 +00 2[ 1
t= 1dt= ————dt ==
c j(; c(d j(; (2+t2)2d 3 < 400,

implying that (H>) holds.

From the expression for f, it is easy to see that f is nondecreasing with respect to
the second and last variables. This means that (H3) holds.

Hence, by Theorem 3.2, it follows that there exists a positive constant R such that
the fractional boundary value problem (4.1) has the minimal and maximal positive
solutions v*, u* respectively in (0, Rt*~!'], which can be approximated by the following
iterative sequences:

+00
Vsl = f G(t, s)a(s) f(s, vu(s), D* ', (s))ds, with initial value vy(¢) = 0
0

+00
Upyl = f G(t, s)a(s) f(s, uy(s), D Yu,(s))ds, with initial value uo(r) = Rt*~".
0
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